CS8492 — Database Management Systems (Regulation 2017)

Il Year / IV Semester - CSE
Unit — 111
Transactions

Transaction Concepts - ACID Properties - Schedules - Serializability - Concurrency Control -
Need for Concurrency - Locking Protocols - Two Phase Locking - Deadlock - Transaction Recovery
- Save Points - Isolation Levels - SQL Facilities for Concurrency and Recovery.

Introduction
1 Single-User System: Only one user can use the systemat atime.
(1 Multiuser System: Many users canaccess the system concurrently.
Concurrency
(1 Interleaved Processing: Concurrentexecution of processesisinterleaved inasingle CPU.
(1 Parallel Processing: Processesare concurrently executed inmultiple CPUs.
Transaction Concepts
Write short notes on transaction concepts. (Nov/Dec 2014)
(1 Atransaction can be defined as a group of tasks. It is a logical unit of work on the database processing that

includesoneormoreaccessoperations(read-retrieval, write - insertor update, delete).
(Or)

(1 Collectionsof operationsthatformasingle logical unitof work are called transactions.

e A database system must ensure proper execution of transactions despite failures—either the entire transaction
executes, or none of it does.

(1 Usually, a transaction is initiated by a user program written in a high-level data- manipulation language
(typically SQL), or programming language (for example, C++, or Java), with embedded database accesses in
JDBCor ODBC.

(1 Atransaction is delimited by statements (or function calls) of the form begin transaction
and end transaction.

(1 Thetransaction consistsof all operations executed between the begin transaction and end transaction.

Page|1




CS8492 — Database Management Systems (Regulation 2017)
Il Year / IV Semester - CSE
A Simple Transaction Model / Simple Model of a Database (for purposes of transactions):

(1 Adatabase - collection of named data items
1 Granularity of data-afield,arecordorawholedisk block (Conceptsareindependentof granularity)
1 Basicoperations are read and write.

o read_item(X): Reads a database item named X into a program variable. To simplify our notation, we

assume that the program variable is also named X.
o write_item(X): Writes the value of program variable X into the database item named X.

Read Operation:
1 Basicunitofdatatransferfromthe disk tothe computermain memory isoneblock.
1 Ingeneral, adata item (what is read or written) will be the field of some record in the database, although it
may bealargerunitsuchasarecord orevenawholeblock.
(1 read_item(X) command includes the following steps:
v" Find the address of the disk block that contains item X.
v' Copythatdiskblockintoabufferinmainmemory (ifthatdisk blockisnotalready in some main
memory buffer).
v Copyitem X fromthe buffer to the programvariable named X.
Write Operation:
(1 write_item(X) command includes the following steps:
v" Find the address of the disk block that contains item X.
v’ Copythatdisk blockintoabufferinmainmemory (ifthatdisk block isnotalready in some main
memory buffer).
v’ Copy item X from the program variable named X into its correct location in the buffer.

v' Store the updated block from the buffer back to disk (either immediately or at some later point intime).
(@ T4 (b) T
read_item (X); read_item (X);
X=X-N; X=X+M,
write_item (X); write_item (X);
read_item (Y);
Y'=Y+N;

write_item (Y);
Figure: Two sample transactions. (a) Transaction T (b) Transaction T>
(1 LetTi beatransaction that transfers $50 from account A to account B. This transaction can be defined as:
Ti : read(A);
A=A -50;
write(A);
read(B);
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B:=B+50;
write(B).
Storage Structure
(1 To understand how to ensure the atomicity and durability properties of a transaction, we must gain a better
understanding of how the various data items in the database may be stored and accessed.
Volatile Storage
(1 Informationresidinginvolatilestoragedoesnotusuallysurvivesystemcrashes.
(1 Examplesof such storage are main memory and cache memory.

Nonvolatile Storage

(1 Informationresiding innonvolatile storage survives systemcrashes.

(1 Examples of nonvolatile storage include secondary storage devices such as magnetic disk and flash storage, used
for online storage, and tertiary storage devices such as optical media, and magnetic tapes, used for archival
storage.

Stable Storage
1 Information residing in stable storage is never lost (never should be taken with a grain of salt, since
theoretically never cannot be guaranteed).
State Diagram of a Transaction
Write short notes on states of a transaction.
(1 Atransaction inadatabase can be in one of the following states:
v Active
Partially Committed
Failed
Aborted
Committed

AN N NN

(Or)
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TN
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Active ' End
\_4 Faled ~ Aborted |

Figure: State Diagram of a Transaction
Active State
"I Theactive state is the first state of every transaction.
1 Inthisstate, the transaction is being executed.
I Forexample: Insertion or deletion or updating arecord is done here. Butall the records are still not saved to the
database.
Partially Committed
1 Inthe partially committed state, a transaction executes its final operation, but the data is still not saved to the
database.
~Inthetotalmarkcalculationexample,afinaldisplay ofthetotalmarksstepisexecutedin this state.
Committed
1 Atransactionissaidtobeinacommittedstateifitexecutesallitsoperationssuccessfully.
1 Inthisstate, all the effectsare now permanently saved onthe database system.
Failed State
1 Ifany of the checks made by the database recovery system fails, then the transactionis said to be in the failed state.
= Intheexampleoftotalmark calculation, ifthedatabaseisnotabletofireaquerytofetch the marks, then the
transaction will fail to execute.
Aborted
= Ifanyofthechecksfail andthe transaction hasreached afailed state then the database recoverysystemwill
make surethatthedatabaseisinitspreviousconsistentstate.
= Ifnotthenitwillabortorrollback thetransactiontobringthe database intoaconsistent state.
~ Ifthetransactionfailsinthe middle of the transactionthenbefore executing thetransaction, all the executed
transactionsare rolled back to its consistent state.
© Afteraborting the transaction, the database recovery module will select one of the two operations:
v Re-start the Transaction
v" Kill the Transaction
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ACID Properties

Explain with an example the properties that must be satisfied by a transaction.
(April/May 2018)
(1 The transaction has the four properties. These are used to maintain consistency ina database, before and
after the transaction.
Properties of Transaction

1. Atomicity

2. Consistency

3. Isolation

4. Durability
Atomicity

1 Itstatesthatall operations of thetransaction take place atonceifnot, thetransaction is aborted.
1 Thereisnomidway, i.e., the transaction cannot occur partially. Each transaction istreated as one unit and either run
to completion or isnot executed atall.
-1 Atomicity involves the following two operations:
v Abort: Ifatransactionabortsthenall the changes madeare not visible.
v Commit: Ifatransaction commitsthenall the changes made are visible.
Example:
1 Let'sassume that following transaction T consisting of T1 and T2. A consists of Rs 600 and B consists of Rs 300.
Transfer Rs 100 from account A to account B.

T1 T2
Read(A) Read(B)
A:= A-100 Y:=Y+100
Write(A) Write(B)

(1 Aftercompletion ofthe transaction, A consists of Rs500and B consists of Rs400.
(1 Ifthetransaction T failsafterthe completion of transaction T1 but before completionof transaction T2, thenthe
amountwillbededucted from Abutnotaddedto B.
(1 Thisshows the inconsistent database state.
[0 Inorder to ensure correctness of database state, the transaction must be executed in entirety.
Consistency
~ Theintegrity constraints are maintained so that the database is consistent before and after the transaction.
71 Theexecution of a transaction will leave a database in either its prior stable state or a new stable state.
= Theconsistentproperty of database statesthateverytransactionseesaconsistent database instance.
71 Thetransaction is used to transform the database from one consistent state to another consistent state.
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" Forexample: Thetotalamountmustbe maintainedbefore or after thetransaction.

1. Total before T occurs = 600 + 300 =900
2. Total after T occurs =500 + 400 =900
"I Therefore,thedatabaseisconsistent. InthecasewhenT1iscompletedbut T2fails,then inconsistency will
occur.
Isolation
1 Itshowsthat the data which is used at the time of execution of a transaction cannot be used by the second transaction
until the first one is completed.
1 Inisolation, if the transaction T1 is being executed and using the data item X, then that data itemcan'tbeaccessed by
any othertransaction T2 untilthetransaction T1ends.
1 Theconcurrency control subsystemofthe DBMSenforcedtheisolationproperty.
Durability
"I Thedurability property isusedtoindicate the performance of the database'sconsistent state. It states that the
transaction made the permanent changes.
"1 They cannot be lost by the erroneous operation of a faulty transaction or by the system failure.
1 Whenatransactioniscompleted, thenthe database reaches astate knownas the consistent state. Thatconsistentstate
cannotbelost,evenintheeventofasystem'sfailure.
"1 Therecoverysubsystemofthe DBMS hasthe responsibility of Durability property.
Schedules
Explain in detail about schedules with an example.
(1 Aseriesofoperationfromonetransactiontoanothertransactionisknownasschedule.
1 Itisusedtopreservetheorderoftheoperationineachoftheindividual transaction.
1 Iftwo transactions are executed at the same time, the result of one transaction may affect the output ofother.
Example
Initial Product Quantity is 10
Transaction 1: Update Product Quantity to 50
Transaction 2: Read Product Quantity
If Transaction 2 is executed before Transaction 1, outdated information about the product quantity will be read.
Hence, schedules are required.
Equivalence Schedules
Parallel execution in a database is inevitable.
But, Parallel execution is permitted when there isan equivalence relation amongst the simultaneously
executing transactions.

Thisequivalence is of 3 Types.
Result Equivalence
If two schedules display the same result after execution, it is called result equivalent schedule.
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They may offer the same result for some value and different results for another set of values.

For example, one transaction updates the product quantity, while other updates customer details.
View Equivalence
View Equivalence occurs when the transaction in both the schedule performsa similar action.
Forexample, onetransactioninsertsproductdetailsintheproducttable, whileanother transaction inserts
product details in the archive table.
The transaction is the same, but the tables are different.
Conflict Equivalence
Inthis case, two transactions update/view the same set of data.
Thereisaconflictamongsttransactionastheorderofexecutionwillaffecttheoutput.
Two schedules would be conflicting if they have the following properties —
"1 Both belong to separate transactions.
"I Both access the same data item.
1 Atleast one of them is "write" operation.
Two schedules having multiple transactions with conflicting operations are said to be conflict
equivalent if and only if—
"1 Both the schedules contain the same set of Transactions.

-1 Theorderofconflicting pairsofoperationismaintainedinboththeschedules.
Types of Schedule

Schedule

Y
Serial Non-serial Serializable
Schedule Schedule Schedule
Serial Schedule

[0 Theserial schedule isatype of schedule where one transaction is executed completely before starting another
transaction.

[0 In the serial schedule, when the first transaction completes its cycle, then the next transaction isexecuted.
[0 Forexample:SupposetherearetwotransactionsT1land T2whichhavesomeoperations.
0 Ifithasnointerleavingofoperations,thentherearethefollowingtwopossibleoutcomes:
v' Executeall the operations of T1 which was followed by all the operations of T2.
v' Executeall the operations of T1 which was followed by all the operations of T2.
= Inthegiven(a)figure,Schedule Ashowstheserial schedulewhere T1followedby T2.
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1 Inthegiven(b)figure, Schedule B showstheserial schedulewhere T2followedby T1.

(a)
T1 T2
read(A);
A=A-N;
write(A);
i read(B):
fime B:=B+N;
write(B);
read(A);
L A=A+ M;
A write(A);
Schedule A
(b)
T1 T2
read(A);
A:=A+M;
write(A):
write(A);
read(B);
v B:=B +N;
write(B):
Schedule B

Here,
1 Schedule A and Schedule B are serial schedule.
Non-serial Schedule
= Ifinterleaving of operationsisallowed, then there will be non-serial schedule.
1 Itcontains many possible orders inwhich the system can execute the individual operations of the transactions.
= Inthegivenfigure(c)and(d), ScheduleCand Schedule Darethenon-serialschedules.
= Ithasinterleaving of operations.
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(<)
T1 T2
read(A);
A:=A-N;
read(A);
A=A+ M;
write(A):
_— read(B);
write(A):
B:=B + N;
¥ | write(B);
Schedule C
(d)
T1 T2
read(A):;
A:=A-N;
write(A);
read(A);
A:=A+M;
write(A);
' read(B);
— B:=B+N:
¥ | write(B);

Schedule D

Here,
(1 Schedule C and Schedule D are Non-serial schedule.
Serializable Schedule

1 The serializability of schedules is used to find non-serial schedules that allow the transaction to execute

concurrently without interfering with one another.

= Itidentifies which schedules are correct when executions of the transaction have interleaving of their

operations.

= Anon-serial schedule will be serializable if its result is equal to the result of its transactions executed serially.
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Serializability

Explain Serializability in detail. (Or) Discuss View Serializability and Conflict Serializability.
(Nov/Dec 2015, April/May 2018)
1 Serializability isaconcurrency scheme wheretheconcurrenttransactionisequivalentto one that
executes the transactions serially.

(1 Ascheduleisa list of transactions.

[1 Theobjectiveofaconcurrency control protocolistoscheduletransactionsinsuchawayas to avoid any
interference between them.

(1 Schedule is a sequence of the operations by a set of concurrent transactions that preserves the orderofthe
operations ineach ofthe individual transactions.

(1 Serial schedule is a schedule where the operations of each transaction are executed consecutively
withoutanyinterleaved operationsfromothertransactions.

1 Inaserialschedule, the transactions are performed in serial order, ie., if T1 and T2 are transactions, serial order
would be T1 followed by T2 or T2 followed by T1.

(1 Non serial schedule is a schedule where the operations from a set of concurrent transactions are
interleaved.

(1 In non-serial schedule, if the schedule is not proper, then the problems can arise like multiple update,
uncommitted dependency and incorrect analysis.

(1 The objective of serializability is to find non serial schedules that allow transactions to execute
concurrently without interfering with one another, and there by produce a database state that could be
produced by aserial execution.

Testing of Serializability

1 Serialization Graph is used to test the Serializability of aschedule.

- Assumeaschedule S. For S, we constructagraph knownas precedence graph.

1 Thisgraph has a pair G = (V, E), where V consists a set of vertices, and E consists a set of edges. The set of
vertices is used to contain all the transactions participating in the schedule.

1 Thesetofedgesisusedtocontainalledges Ti->Tjforwhich one of the three conditions holds:

1. Createanode Ti— Tjif Tiexecuteswrite (Q) before Tjexecutes read (Q).
2. Createanode Ti— Tjif Tiexecutesread (Q) before Tjexecutes write (Q).
3. CreateanodeTi— Tjif Tiexecuteswrite (Q)before Tjexecuteswrite (Q).

Precedence Graph for Schedule S:

o Ifaprecedence graph contains a single edge Ti — Tj, then all the instructions of Ti are executed before the
firstinstruction of Tjisexecuted.
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If a precedence graph for schedule S contains a cycle, then S is non-serializable. If the precedence graph has

nocycle, then Sisknown as serializable.

For Example:
T1 T2 T3
Read(A)
Read(B)
A:=f1(A)
Read(C)
B:=f2(B)
Write(B)
C:=1f3(C)
Write(C)
Write(A)
Time Read(A)
A:=14(A)
Read(C)
Write(A)
C:=15(C)
Write(C)
+ B:= f6(B)
Write(B)
Schedule S1
Explanation:
[1 Read(A): InT1, nosubsequentwritesto A, so no new edges
(1 Read(B):InT2,nosubsequentwritestoB,sononewedges
(1 Read(C): InT3,nosubsequentwritestoC,sononewedges
e Write(B): BissubsequentlyreadbyT3,soaddedge T2—T3
e Write(C): Cissubsequentlyreadby T1,soaddedge T3—T1
e Write(A): Aissubsequentlyreadby T2,soaddedge T1— T2
[ Write(A): InT2,nosubsequentreadstoA,sononewedges
1 Write(C): InT1,nosubsequentreadstoC,sononewedges
(1 Write(B): InT3,nosubsequentreadstoB,sononewedges

Precedence Graph for Schedule S1:

=1 The precedence graph for schedule S1 contains a cycle that's why Schedule S1 is non- serializable.

T2 <

13
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T4 Ts T6
Read(A)
A:=f1(A)
Read(C)
Write(A)
A:=12(C)
Read(B)
Write(C)
Read(A)
Read(C)
Time B:=13(B)
Write(B)
C:=14(C)
Read(B)
Write(C)
A:=f5(A)
Write(A)
L B:=16(B)
\ Write(B)
Schedule S2
Explanation:

(1 Read(A): InT4,nosubsequentwritestoA,sononewedges

(1 Read(C): InT4,nosubsequentwritestoC,sononewedges

e Write(A): Aissubsequentlyread by T5, so addedge T4 —T5
[1 Read(B): InT5,no subsequent writes to B, so no new edges

e Write(C): Cissubsequentlyreadby T6,soaddedge T4—T6

o Write(B): Aissubsequentlyreadby T6,soaddedge T5—T6

(1 Write(C): InT6,nosubsequentreadstoC,sononewedges

[ Write(A): InT5,nosubsequentreadsto A,sononewedges

(1 Write(B): InT6, no subsequent reads to B, so no new edges

Precedence graph for schedule S2:

T4 o T6

-1 The precedence graph for schedule S2 contains no cycle that's why ScheduleS2 is serializable.

Types of Serializability
1. Conflict Serializability

1 Conflict serializability defines two instructions of two different transactions accessing the same data item to

perform a read/write operation.

1 ltdealswithdetectingtheinstructionsthatare conflictinginanywayandspecifyingthe orderinwhichthe

instructions should execute in case there isany conflict.
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1 Aconflictserializability arises when one of the instructionisawrite operation. The following rules

are important in Conflict Serializability,
1 Iftwotransactionsare both read operation, then they are notin conflict.
1 If one transaction wants to perform a read operation and other transaction wants to performawrite
operation, thenthey are in conflictand cannotbe swapped.
1 Ifboth the transactions are for write operation, then they are in conflict, but can be allowed to take place in any order,
because the transactions do not read the value updated by each other.
2. View Serializability
1 View serializability is another type of serializability.
1 ltcan be derived by creating another schedule out of an existing schedule and involves the same set of
transactions.
Example:
1 Letusassume two transactions T1 and T2 that are being serialized to create two different schedulesS1and S2,
where T1and T2 wantto access the same data item.
7 Now there can be three scenarios,
v" IfinS1, T1lreadstheinitial valueofdataitem, theninS2, T1shouldreadtheinitial value of that same data
item.
v IfinS2, T1writesavalue in the data item which isread by T2, and then in S2, T1 should write the value
inthe data item before T2 readsiit.
Ifin S1, T1performs the final write operation on that data item, then in S2, T1 should perform the final write
operation on that data item.
Ifaconcurrentschedule is view equivalenttoaserial schedule of same transaction thenitis said to be View

—

—

serializable.
Conflict Serializable Schedule
1 Ascheduleiscalledconflictserializability if after swapping of non-conflicting operations, it can transform into a
serial schedule.
1 Theschedulewillbeaconflictserializableifitisconflictequivalenttoaserialschedule.
Conflicting Operations
The two operations become conflicting if all conditions satisfy:
1. Bothbelong to separate transactions.
2. They have the same data item.
3. They contain at least one write operation.
Example:
1 Swapping ispossible only if S1 and S2 are logically equal.
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1.T1: Read(A) T2: Read(A)

T]. T2 T]. T2
Read(A) Swapped Read(A)
Read(A) C——> |Read(A)
Schedule S1 Schedule Sz
0 Here, S1=S52. That means it is non-conflict.
2. Ti: Read(A) Tz2: Write(A)
T]. T2 T]. T2
Read(A) Swapped Write(A)

Write() C—> |Read(a)

Schedule 81 Schedule S2

o Here, S1+#S2. That means it is conflict.

Conflict Equivalent
In the conflict equivalent, one can be transformed to another by swapping non-conflicting operations.

Inthe givenexample, S2 isconflictequivalentto S1 (S1canbe convertedto S2 by swapping non-conflicting

operations).
Two schedules are said to be conflict equivalent if and only if:
1. They contain the same set of the transaction.
2. Ifeach pair of conflict operations are ordered in the same way.

Example:

Non-serial schedule Serial Schedule

T T2 1 T2

Ree_ld(A)

Write(A) &g’rai:le((.i))
Read(A) R?e_td(B)

y Write(A) Write(B) ———
Read(B) ad(:
Write(B) : E;gge((g)

Read(B) A
Write(B) Write(B)

Schedule S1 Schedule S2
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1 Schedule S2 isa serial schedule because, inthis, all operations of T1 are performed before starting any operation
of T2.
1 Schedule S1 can be transformed into a serial schedule by swapping non-conflicting operations of S1.
1 Afterswapping of non-conflict operations, the schedule S1 becomes:

T1 T2

Read(A)

Write(A)

Read(B)

Write(B)
Read(A)
Write(A)
Read(B)
Write(B)

1 Since, S1isconflict serializable.
View Serializability

1 Aschedulewillviewserializable ifit is viewequivalentto aserial schedule.

1 Ifascheduleisconflict serializable, then it will be view serializable.

1 Theviewserializable which doesnot conflict serializable contains blind writes.
View Equivalent

1 Two schedules S1 and S2 are said to be view equivalent if they satisfy the following conditions:
1. Initial Read

1 Aninitial read of both schedules must be the same.

1 Suppose two schedule S1 and S2.

1 Inschedule S1, ifatransaction T1isreading the dataitem A, thenin S2, transaction T1 should also read A.

T1 T2 T1 T2

Read(A) . Write(A)
Write(A) Read(A)

Schedule S1 Schedule S2

1 Abovetwo schedules are view equivalent because Initial read operationin S1isdone by T1 and in S2 it isalso
done by T1.
2. Updated Read
1 Inschedule S1,if Tiisreading Awhichisupdated by Tjthenin S2also, Tishould read A which is updated by
Tj.
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T1 T2 T3
Write(A)
Write(A)
Read(A)
Schedule S1

T1 T2 T3
Write(A)
Write(A)
Read(A)
Schedule S2

1 Abovetwoschedulesarenotviewequalbecause,inS1,T3isreadingAupdatedbyT2and in S2, T3 isreading A
updated by T1.
3. Final Write
1 Afinal write must be the same between both the schedules. Inschedule S1, if atransaction T1updates Aatlastthen
inS2, final writesoperationsshouldalsobe doneby T1.

T1 T2 T3 T1 T2 13

Write(A)

Read(A)

Write(A)

Write(A)

Read(A)

Write(A)

Schedule S1

Schedule S2

1 AbovetwoschedulesisviewequalbecauseFinalwriteoperationinSlisdonebyT3andin S2, the final write
operation is also done by T3.

Example:
T1 T2 13
Read(A)
Write(A)
Write(A)
Write(A)
Schedule S

1 With3transactions, thetotalnumberof possibleschedule 1. = 3! =6
2. S1=<T1T2T3>
3. S2=<T1T3T2>
4, S3=<T2T3T1>
5. S4=<T2T1T3>
6. S5=<T3T1T2>
7. S6=<T3T2T1>
Taking first schedule S1:

T1 T2 T3
Read(A)
Write(A)
Write(A)
Write(A)
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Schedule S1

Step 1: Final Updation on Data Items
1 InbothschedulesSand S1, there is no read except the initial read that's why we don't need to check thatcondition.
Step 2: Initial Read
1 Theinitial read operationin Sisdoneby T1andin S1,itisalsodoneby T1.
Step 3: Final Write
1 ThefinalwriteoperationinSisdonebyT3andinS1,itisalsodoneby T3.So,SandS1are view Equivalent.
1 Thefirstschedule S1 satisfies all three conditions, so we don't need to check another schedule.
1 Hence, view equivalent serial schedule is:
T1T - T2 — T3
Recoverability of Schedule
1 Sometimesatransaction may not execute completely due to a software issue, system crash or hardware failure.
1 Inthat case, the failed transaction has to be rollback.
1 Butsomeothertransactionmayalsohaveusedvalueproducedbythefailedtransaction.
1 Sowealso have to rollback those transactions.

T1 T1's buffer |T2 T2's buffer Database
space space
A = 6500
Read(A); A = 6500 A = 6500
A=A-500;, |A=26000 A = 6500
Write(A); A = 6000 A = 6000
Read(A); A = 6000 A = 6000
A=A+ 1000; | A=7000 A = 6000
Write(A): A = 7000 A = 7000
Commit;
Failure Point
Commit;

1 Theabovetable 1 shows aschedule which has two transactions.
1 Tlreadsandwritesthe value of Aand that value isread and written by T2.
1 T2commitsbut later on, T1fails. Dueto the failure, we haveto rollback T1.
1 T2shouldalso berollback because it reads the value written by T1, but T2 can't be rollback because it already
committed.
1 Sothistype of schedule isknown as irrecoverable schedule.
Irrecoverable Schedule
1 Theschedule will be irrecoverable if Tj reads the updated value of Tiand Tj committed before Ticommit.
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T1 T1's buffer | T2 T2's buffer Database
space space
A = 6500
Read(A); A = 6500 A = 6500
A=A-500; |A=6000 A = 6500
Write(A); A = 6000 A = 6000
Read(A); A = 6000 A = 6000
A=A+ 1000; [ A =7000 A = 6000
Write(A); A = 7000 A = 7000
Failure Point
Commit;
Commit;

1 The above table 2 shows a schedule with two transactions.
1 TransactionT1readsandwritesA,andthatvalueisreadandwrittenbytransaction T2.
1 Butlateron, T1 fails. Due to this, we have to rollback T1.
1 T2should be rollback because T2 has read the value written by T1.
1 Asithasnotcommittedbefore T1commitssowe canrollback transaction T2aswell.
1 Soitisrecoverable with cascade rollback.
Recoverable with Cascading Rollback
1 Theschedulewillberecoverablewithcascadingrollbackif Tjreadstheupdatedvalueof Ti. Commit of Tjis
delayed till commit of Ti.

T1 T1's buffer | T2 T2's buffer Database
space space
A = 6500
Read(A); A = 6500 A = 6500
A=A-500;, |[A=06000 A = 6500
Write(A); A = 6000 A = 6000
Commit; Read(A); A = 6000 A = 6000
A=A+ 1000; | A=7000 A = 6000
Write(A); A = 7000 A = 7000
Commit;

1 Theabove Table 3 shows a schedule with two transactions.

1 TransactionT1readsandwrite Aandcommits,andthatvalueisreadandwrittenby T2.

1 Sothisisacascade less recoverable schedule.
Concurrency Control
What is Concurrency? Explain it in terms of locking mechanism and two phase commit
protocols. (Nov/Dec 2014) (Or) What is Concurrency Control? How s itimplemented in DBMS?
lllustrate with a suitable example. (Nov/Dec 2015) (Or) State and explain the lock based
concurrency control with suitable example. (Nov/Dec 2017)

1 Concurrency control manages the transactions simultaneously without letting them interfere with each
another.

1 The main objective of concurrency is to allow multiple users to perform different operations at
the same time.

(Or)

1 Amechanismwhichensuresthat simultaneous execution of more than one transaction doesnotleadtoany
databaseinconsistenciesiscalledconcurrency control mechanism.

1 Usingmorethanonetransactionconcurrently improvestheperformanceofsystem.
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1 If we are not able to perform the operations concurrently, then there can be serious problems such as loss of

data integrity and consistency.
1 Concurrency control increases the throughput because of handling multiple transactions simultaneously.
1 Itreduces waiting time of transaction.
Purpose of Concurrency Control
7 The fundamental goal of database concurrency control is to ensure that concurrent execution of
transactions does notresultin aloss of database consistency.
The concept of serializability can be used to achieve this goal, since all serializable schedules preserve
consistency of the database.
Toenforce Isolation (through mutual exclusion) amongconflicting transactions.
Topreservedatabase consistencythroughconsistency preservingexecutionoftransactions.
Toresolve read-write and write-write conflicts.

| —

 —  —  —

Example:
7 Inconcurrentexecution environment if T1 conflicts with T2 overa data item A, thenthe existing concurrency
control decides if T1 or T2 should get the A and if the other transaction is rolled-back or waits.
©  Different types of protocols/schemes used to control concurrent execution of transactions are:
v" Lock based Protocols
v Timestamp based Protocols
v' Graph based Protocols
Need for Concurrency
Explain why Concurrency Control is needed?
1 The purposes of concurrency control are,

v" To ensureisolation
v" Toresolve read-write or write-write conflicts
v To preserve consistency of database

The Lost Update Problem
1 This occurs when two transactions that access the same database items have their operationsinterleavedina
way thatmakesthevalueofsomedatabaseitemincorrect.

Page|19




CS8492 — Database Management Systems (Regulation 2017)

Il Year/ IV Semester - CSE
(@) % T,

read_item(X);

X:=X-N;
read_item(X);
X=X+M,
Time write_item(X);
read_item(Y);
(¥) o . ltem X has an incorrect value because
y write_item(X); < its update by T is "lost" (overwritten)

Yi=Y+N,
write_item(Y);
Figure: (a) The Lost Update Problem
The Temporary Update (or Dirty Read) Problem
1 Thisoccurswhenone transaction updates a database item and then the transaction failsfor some reason.
1 Theupdated item isaccessed byanother transaction before itischanged back to itsoriginal value.

Figure: (b) The Temporary Update Problem

(b) I Ta

read_item(X);

X:=X-N;

write_item(X);

Time
read_item(X);
X=X+M,
Y write_item(X);

read_item(Y);

Transaction 7, fails and must change the value >
of X' back to its old value; meanwhile 7,
has read the "temporary" incorrect value of X.

The Incorrect Summary Problem

1 Ifonetransactioniscalculating an aggregate summary function onanumber of records while other transactions
are updating some of these records, the aggregate function may calculate some values before they are updated
andothersaftertheyare updated.
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I3

read_item(X);
X:=XN;
write_item(X);

read_item(Y);
Y:=Y+N,
write_item(Y);

Locking Protocols

sum:=0;
read_item(A);
Sum:=sum+A;

read{(em(X l( T sreads Xafter Nis subtracted and reads
PUlI=2UIT A Y before Nis added; a wrong summary

read_item(Y); is the result (off by N).
sum:=sum+Y;

Figure: (c¢) The Incorrect Summary Problem

Explain in detail about various locking protocols.

Locking
Locking isaprocedureusedtocontrol concurrentaccesstodatawhenonetransactionis accessing the database, a

I

lock may deny access to other transactions to prevent incorrect results.

Atransaction must obtain aread or write lock on a data item before it can performaread or write operation.
Thereadlockisalsocalledasharedlock. Thewritelockisalsoknownasanexclusivelock. The lock depending on its
types gives or deniesaccess to other operations on the same data item.

The basic rules for locking are,
Ifatransactionhasaread lock onadataitem, itcanread the item butnotupdateiit.
Ifatransitionhasareadlockonadataitem, othertransactionscanobtainareadlock on the data item, but no write

locks.

Ifatransactionhasawritelockonadataitem, itcanbothreadandupdatethedataitem.
Ifatransaction hasawrite lock on a data item, then other transactions cannot obtain either a read lock or a write lock

on the data item.

Page|21




CS8492 — Database Management Systems (Regulation 2017)

Il Year / IV Semester - CSE

The locking worksas,

All transactions that needs to access a data item must firstacquire a read lock or write lock on the data item
depending onwhether itisaready only operation or not.

If the data item for which the lock is requested is not already locked, the transaction is granted the requested
lock,

Ifthe item is currently lock, the DBMS determines what kind of lock is the current one. The DBMS also finds out
what lock is requested.

Ifareadlockisrequestedonanitemthatisalreadyunderareadlock,thentherequested will be granted.
Ifareadlockorawritelockisrequestedonanitemthatisalreadyunderawritelock,then the requestisdenied and
the transaction mustwait until the lock isreleased.

Atransaction continues to hold the lock until itexplicitly releases it either during execution or when itterminates.
The effects of a write operation will be visible to other transactions only after the write lock is released.

Locking Mechanisms

Explain various locking mechanisms in detail.
1. Lock-Based Protocols

A lock isamechanism to control concurrent access to a data item.

Itassures that one process should not retrieve or update a record which another process is updating.

For example, intraffic, there are signals which indicate stop and go.

When onesignal isallowed to pass atatime, then other signalsare locked.

Similarly, indatabase transaction only one transaction isperformed atatime and other transactions are locked.
Ifthelockingisnotdoneproperly,thenitwilldisplaytheinconsistentandcorruptdata.

It manages the order between the conflicting pairs among transactions at the time of execution.

There are two lock modes,

Binary Lock
Shared Lock / Exclusive Lock

Binary Lock

Alockonadataitemcanbe intwo states; it iseither locked or unlocked.

Shared (S) Lock Mode

Shared Locks are represented by S.
Thedataitemscanonly read withoutperformingmodificationtoitfromthe database.
S—lock is requested using lock — s instruction.

Exclusive (X) Lock Mode

Exclusive Locks are represented by X.
The data items can be read as well as written.
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1 Lock Compatibility Matrix controls whether multiple transactions can acquire locks on the same resource at the

same time.

Shared

Exclusive

Shared

True

False

Exclusive

False

False

(On)

5

X

9

true

false

X

false

false

1 Ifaresource is already locked by another transaction, then a new lock request can be grantedonly ifthemode
oftherequestedlockiscompatiblewiththemodeoftheexisting lock.
1 Anynumberoftransactionscanholdsharedlocksonanitem,butifanytransactionholds an exclusive lock on
item, no other transaction may hold any lock onthe item.

1 Example of a transaction performing locking:

T2: lock-S(A);
read(A);
unlock(A);
lock-S(B);
read(B);
unlock(B);
display(A+B)

e Lockingasaboveisnotsufficienttoguaranteeserializability—if Aand B getupdatedin- betweenthe read of A
and B, the displayed sumwould be wrong.
7 Alocking protocol is a set of rules followed by all transactions while requesting and releasing locks.
Lockingprotocolsrestrictthesetofpossibleschedules.

Pitfalls of Lock-Based Protocols
1 Consider the partialschedule

T3 Ty

lock-X(B)

read(B)

B:i=B -50

write(B)
lock-S(A)
read(A)
lock-S(B)

lock-X(A)
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o Neither Tz nor T4 can make progress— executing lock-S(B) causes T4 to wait for Tz to releaseitslockonB,

whileexecuting lock-X(A) causes Tz towaitfor T4 toreleaseitslockon A.

1 Suchasituation is called a deadlock.
v To handle a deadlock one of Ts or Ts must be rolled back
and its locks released.
The potential for deadlock exists inmost locking protocols. Deadlocksare anecessary evil.
Starvationisalsopossibleifconcurrencycontrolmanagerisbadlydesigned. Forexample:
v' Atransaction may be waiting for an X-lock on an item, while a sequence of other transactions request
andare granted an S-lock on the same item.
v’ The same transaction is repeatedly rolled back due to deadlocks.
1 Concurrency control manager can be designed to prevent starvation.
2. Timestamp Based Protocol
1 Timestamp Based Protocol helps DBMS to identify the transactions.
7 Itisaunique identifier. Each transaction is issued a timestamp when it enters into the system.

| — | —

 —

Timestamp protocol determines the serializability order.

It is most commonly used concurrency protocol.

It uses either system time or logical counter as a timestamp.
It starts working as soon as a transaction is created.

—  —  —

—

Each transaction is issued a timestamp when it enters the system.
IfanoldtransactionTihastime-stamp TS(Ti),anewtransaction Tjisassignedtime-stamp TS(T;) such that
TS(Ti) <TS(T)).
1 The protocol manages concurrent execution such that the time-stamps determine the serializability order.
7 Inordertoassure suchbehavior, the protocol maintains for each data Q two timestamp values:
v' W-timestamp (Q)isthe largesttime-stamp ofany transactionthatexecutedwrite(Q) successfully.
v' R-timestamp (Q) isthe largest time-stamp of any transaction that executed read(Q) successfully.
1 Thetimestamp ordering protocol ensures thatany conflicting read and write operationsare executed in

—

timestamporder.
7 Suppose a transaction T; issues a read(Q)

v IfTS(T;) < W-timestamp (Q), then Ti needs to read avalue of Q that wasalready overwritten.
= Hence,the read operationisrejected, and T; isrolled back.
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v If TS(Ti) > W-timestamp (Q), then the read operation is executed, and R- timestamp(Q) is set
to max(R-timestamp(Q), TS(Ti)).
7 Supposethat transaction T; issues write(Q).
v IfTS(Ti) <R-timestamp (Q), thenthe valueofQ that Ti isproducingwasneeded previously,andthe
systemassumed thatthatvaluewouldneverbeproduced.
= Hence, thewrite operationisrejected, and T; isrolled back.
v' IfTS(Ti) <W-timestamp (Q), then Ti isattempting towritean obsolete value of Q.
= Hence, thiswrite operationisrejected, and Ti isrolled back.
v Otherwise, thewrite operationisexecuted,and W-timestamp (Q) issetto TS(T;).
Example use of the Protocol
» Apartialscheduleforseveraldataitemsfortransactionswithtimestamps1,2,3,4,5.

T; T5 T3 Ty Ts
) read(Y) read(X)
rea
write(Y)
write(2)
read(Z)
read(X)
abort
read
*) wrliate(Z)
abort
write(Y)
write(2)

3. Timestamp Ordering Protocol
1 The timestamp ordering Protocol ensures serializability among transactions in their conflicting read and

write operations.
1 Thisisthe responsibility of the protocol system that the conflicting pair of tasks should be executed according to
the timestamp values of the transactions.
1 Thetimestamp of transaction T;is denoted as TS(T;).
1 Readtime-stamp of data-item X is denoted by R-timestamp(X).
o Write time-stamp of data-item X is denoted by W-timestamp(X). Timestamp
ordering protocolworksas follows —
o If atransaction Ti issues a read(X) operation —
o IfTS(Ti) < W-timestamp(X)
= QOperation rejected.
o IfTS(Ti) >=W-timestamp(X)
= QOperation executed.
o Alldata-item timestamps updated.
o If atransaction Ti issues a write(X) operation —
o If TS(Ti) <R-timestamp(X)
= QOperation rejected.
o IfTS(Ti) < W-timestamp(X)
=  Operationrejected and Tirolled back.
o Otherwise, operationexecuted.
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Following are the Timestamp Ordering Algorithms,
1. Basic Timestamp Ordering
1 It compares the timestamp of T with Read_TS(X) and Write_TS(X) to ensure thatthe transaction
execution is not violated.
1 Ifthe transaction execution order is violated, transaction T is aborted and resubmitted to the system as a new

transaction with a new timestamp.

2, Strict Timestamp Ordering
1 Itensures that the schedules are both strict for easy recoverability and conflict serializability.
3. Thomas's Write Rule
(1 Modified versionofthe timestamp-ordering protocol inwhich obsolete write operations may be ignored
under certain circumstances.
1 Itdoes not enforce conflict serializability.
- Thisrulestatesif TS(Ti)<W-timestamp(X),thentheoperationisrejectedandTiisrolled back.

1 Itrejectssomewrite operations, by modifying the checksforthe write_item(XX) operationas follows,
v" IfRead_TS(X) > TS(T) (read timestamp is greater than timestamp transaction), then abort and rollback
transaction T and reject the operation.
v If Write_TS(X) > TS(T) (write timestamp is greater than timestamp transaction), then do not execute the
write operation but continue processing. Because some transaction with a timestamp is greater than
TS(T) and after T in the timestamp has already written the value of X.
v" If neither the condition transaction 1 nor the condition in transaction 2 occurs, then execute the
Write_item(X) operation of transaction T and set Write_TS(X)to TS(T).
(1 Otherwisethis protocol isthe same as the timestamp ordering protocol.
(1 Thomas' Write Rule allows greater potential concurrency.
v Allows Time-stamporderingrulesallowstomakethescheduleviewserializable.
1 Instead of making T;rolled back, the ‘write' operation itself isignored.
Correctness of Timestamp-Ordering Protocol
= The timestamp-ordering protocol guarantees serializability since all the arcs in the precedence graph are of
the form:

transaction
with larger

transaction
with smaller

timestamp

timestamp

« Thus, there will be no cycles in the precedence graph
v Timestampprotocolensuresfreedomfromdeadlockasnotransactioneverwaits.
v Buttheschedulemay notbe cascade-free,and may notevenberecoverable.
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Recoverability and Cascade Freedom
(1 Problemwith timestamp-ordering protocol:
v' Suppose Ti aborts, but Tj has read a data itemwritten by Ti.
v' Then Tjmust abort; if Tjhad been allowed to commit earlier, the schedule is not recoverable.
v" Further, anytransactionthathasread adataitemwritten by T; mustabort.
v' Thiscan lead to cascading rollback --- that is, a chain of rollbacks.
1 Solution 1:
v' Atransaction is structured such that its writes are all performed at the end of its processing.
v Allwrites of atransaction form anatomic action; no transaction may execute while a transaction is being
written.
v' Atransaction that aborts is restarted with a new timestamp.
(1 Solution 2: Limitedformoflocking: wait fordatatobecommittedbeforereadingit.
1 Solution 3: Use commit dependencies to ensure recoverability.
4. Graph based Protocols
1 Graph-based protocols are an alternative to two-phase locking

e Imposeapartialordering— onthesetD ={d1, d2,..., dv} ofall data items.
v Ifdi—d;thenanytransactionaccessingbothdiandd; mustaccessdibeforeaccessing
d;.
v Impliesthatthe set D may now be viewed as a directed acyclic graph, called a
database graph.
[1 Thetree-protocol isasimple kind of graph protocol.
Tree Protocol

®
(o) (&
@ ® O

1. Onlyexclusive locks are allowed.
2. Thefirstlock by Ti maybeonany dataitem. Subsequently, adataQ canbelockedby T;

only if the parent of Q is currently locked by Ti.
3. Dataitems may be unlocked at any time.
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4. AdataitemthathasbeenlockedandunlockedbyT; cannotsubsequentlyberelocked by T;

1 Thetreeprotocolensuresconflictserializability aswell asfreedomfromdeadlock.
1 Unlocking may occur earlier in the tree-locking protocol than in the two-phase locking protocol.

v
v

shorter waiting times, and increase in concurrency
protocol is deadlock-free, no rollbacks are required

0 Drawbacks

v

AN N NN

v

Protocol does not guarantee recoverability or cascade freedom
Needtointroducecommitdependenciestoensurerecoverability

Transactionsmay haveto lock dataitemsthatthey donotaccess.

increased locking overhead, and additional waiting time

potential decrease inconcurrency

Schedules not possible under two-phase locking are possible under tree protocol, and vice versa.

Multiple Granularity

Write short notes on Multiple Granularity.
(1 Allow dataitemstobeofvarioussizesanddefineahierarchy ofdatagranularities,where the small granularities
are nested within larger ones
[1 Canberepresentedgraphicallyasatree(butdon'tconfusewithtree-lockingprotocol)
(1 When atransaction locks a node in the tree explicitly, it implicitly locks the entire node's descendents in the

same mode.
(1 Granularity of locking (level intree where locking is done):

v
v

Fine Granularity (lowerintree): highconcurrency, highlockingoverhead.
Coarse Granularity (higherintree): lowlocking overhead, lowconcurrency.

Example of Granularity Hierarchy

The levels, starting from the coarsest (top) level are,
1 database

[ area
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0 file

1 record
Intention Lock Modes
(1 Inaddition to Sand X lock modes, there are three additional lock modes with multiple granularity:
v Intention-Exclusive (1X): indicates explicit locking at a lower level with exclusive or shared locks
v' Shared and Intention-Exclusive (SIX): the subtree rooted by thatnode is locked explicitly in
shared mode and explicit locking is being done at a lower level with exclusive-mode locks.
1 Intention locks allow a higher level node to be locked in S or X mode without having to check all descendent
nodes.
Compatibility Matrix with Intention Lock Modes
e The compatibility matrix for all lock modes is:

1S IX S SIX | X

S| v | v | v v %
X | v v X X .
S v ® v X P
SIX| v X X X X
X X X P X X

Multiple Granularity Locking Scheme
1 Transaction T; can lock a node Q, using the following rules:
v The lock compatibility matrix must be observed.
v Therootofthetreemustbe locked first,and maybe locked inanymode.

v" Anode Q canbe locked by Ti inS or ISmode only if the parent of Q iscurrently locked by Ti in
either X or IS mode.
v' A node Q can be locked by Tiin X, SIX, or XX mode only if the parent of Qs currently locked
by Ti ineither XX or SIX mode.
v" Ticanlockanodeonly if ithasnot previously unlocked any node (that s, Tiistwo- phase).
v TicanunlockanodeQonlyifnoneofthechildrenofQarecurrentlylockedbyTi.
(1 Observe that locks are acquired in root-to-leaf order, whereas they are released in leaf-to- root order.
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Two Phase Locking

Explain the two phase commit and three phase commit protocols. (April/May 2015) (Or) Explain
about Locking Protocols. (May/June 2016) (Or) Briefly explain about two phase commit.
(May/June 2016) (Or) Hlustrate two phase locking protocol with an example. (Nov/Dec 2016)
(Or) What is Concurrency? Explain the two phase locking with an example. (April/May 2018)

e Two phase commit is important whenever a given transaction can interact with several independent—resource
managersl,eachmanagingitsownsetofrecoverableresourcesand maintaining its own recovery log.
The two phase commit protocol guarantees that if a portion of a transaction operation cannot be committed,; all
changes made at the other sites participating in the transaction will be undone to maintain a consistent database
state.
Forexample, transaction running onan IBM mainframe that updates bothan IMS database and DB2 database.
Ifthe transaction completessuccessfully, thenallowupdatesto both IMS dataand DB2 data, mustbe committed
equally. Ifitfailsthenall ofitsupdatesmustberolled back.
Transaction has completed its database processing successfully, the system broad instruction it issues
COMMIT, not ROLLBACK on receiving that commit request, the coordinator goes through the following
two-phase process:

Phase 1: Preparation
[1 Thecoordinator sendsaPREPARE TO COMMIT message to all subordinates.

(1 The Subordinates receive the message. Write the transaction log, using the write ahead protocol and send an
acknowledgement (YES/PREPARED TO COMMIT or NO/NOT PREPARED) message to coordinator.
[1 Thecoordinatormakessurethatallnodesarereadytocommit,oritabortstheaction.
(1 Ifall nodes are PREPARED TO COMMIT, the transaction goes to phase-2 if one or more nodes reply NO or
NOT PREPARED, the coordinator broadcasts an ABORT Message to all subordinates
Phase 2: The Final Commit
(1 Thecoordinator broadcasta COMMIT message toall subordinates and waits for the replies
(1 Each subordinate receives the COMMIT message, then updates the database using the read or write operation in
subordinator to coordinator.
The subordinates reply with COMMITTED or NOT COMMITTED message tothe coordinator
If one or more subordinates did not commit, the coordinator sends an ABORT message thereby forcing them
to UNDO all changes.
Theobjectiveofthetwophase commitistoensurethatallnodescommittheir partofthe transaction isaborted.

J

J

J

J

O O

O O

Ifoneofthenodesfailsto commit, theinformation necessary to recover thedatabaseisin thetransaction log, and
thedatabase canberecoveredwithdo-undo-redoprotocol.
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The Two-Phase L ocking Protocol

What is Two-Phase Locking (2PL)? Explain two phase locking protocol in detalil.
"1 Two-Phase Locking (2PL) isaconcurrency control method which divides the execution phase of a transaction
into three parts.
1 Itensures conflict serializable schedules.
1 Ifreadandwrite operationsintroduce the firstunlock operationinthe transaction, thenitis said to be Two-Phase
Locking Protocol.

Lock acquisition releasing
phase phase
T begin Tend '€

1 This protocol can be divided into two phases,
v" InGrowing Phase, atransactionobtainslocks, but maynotreleaseanylock.
v InShrinking Phase,atransactionmayreleaselocks,butmaynotobtainanylock.
I Two-Phase Locking does not ensure freedom from deadlocks.
Types of Two — Phase Locking Protocol
o Following are the types of two —phase locking protocol:
v’ Strict Two —Phase Locking Protocol
v Rigorous Two —Phase Locking Protocol
v Conservative Two —Phase Locking Protocol
Strict Two-Phase Locking Protocol
1 Strict Two-Phase Locking Protocol avoids cascaded rollbacks.
1 Thisprotocol notonly requires two-phase locking butalso all exclusive-locks should be held until the
transaction commits or aborts.
1 Itisnot deadlock free.
= Itensuresthatif dataisbeing modified by one transaction, then othertransaction cannot read it until first
transaction commits.
o Mostofthedatabasesystemsimplementrigoroustwo—phaselockingprotocol.

Lock acquisition release at
phase \ commit
Time"
T begin T end

Rigorous Two-Phase Locking
e Rigorous Two—Phase Locking Protocol avoids cascading rollbacks.
I Thisprotocolrequiresthatall the share andexclusive lockstobe held until the transaction commits.
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Conservative Two-Phase Locking Protocol

o Conservative Two—Phase Locking Protocol isalso called as Static Two—Phase Locking Protocol.
7 Thisprotocolisalmostfreefromdeadlocksasallrequireditemsare listedinadvanced.
7 Itrequireslocking ofall dataitemsto access before the transaction starts.
e Thisisaprotocol which ensures conflict-serializable schedules.
Lock Conversions
1 Itisamechanismintwo phase locking mechanism which allows conversion of shared lock to exclusive lock or
vice versa.

1 Two-phase locking with lock conversions:
First Phase:
e canacquirealock-Sonitem
e canacquirealock-Xonitem
e canconvertalock-Stoalock-X (upgrade)
Second Phase:
e can release alock-S
e canreleasealock-X
e canconvertalock-Xtoalock-S (downgrade)
e Thisprotocolassuresserializability. Butstillreliesonthe programmertoinsert thevarious locking instructions.
Automatic Acquisition of Locks
e AtransactionT;issuesthestandardread/writeinstruction, withoutexplicitlockingcalls.

e Theoperation read(D) is processed as:

If Tihas a lock onD
then
read(D)
else begin
if necessary wait until no other
transactionhasalock-XonD grant
Tia lock-S on D; read(D)
end

e write(D) is processedas: if Ti
has a lock-X on D then
write(D)
else begin
ifnecessarywaituntilnoothertrans.hasanylockonD, if Tihas a
lock-S onD
then
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upgrade lock on D to lock-X else
grant Tia lock-X on D
write(D)
end,;
e Alllocksare released after commit or abort
Implementation of Locking

e Alock manager canbeimplementedasaseparateprocesstowhichtransactionssendlock and unlock requests

e Thelockmanagerrepliestoalock requestbysendingalock grant messages (oramessage asking the transaction to
roll back, in case of adeadlock)

e Therequesting transaction waits until its request isanswered

e The lock manager maintains a data-structure called a lock table to record granted locksand pending requests

e Thelocktableisusuallyimplemented asan in-memory hash table indexed on the name of the data item being
locked.

Lock Table

17 123

.

17 123
o ] »
T f‘. ]
T1 T8 T2

T23 TT T8 T2 — ™

912 -

A

1912

T23 ]

14 —

!

T1 T23

T23
14
144 1
T1 T23
144
T8

.

. granted
I:‘ waiting

e Blackrectanglesindicate granted locks, white ones indicate waiting requests.

e Locktable also records the type of lock granted or requested.

e Newrequestisaddedtotheendofthequeueofrequestsforthedataitem,andgrantedifitis compatible with all earlier
locks.
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e Unlock requests result in the request being deleted, and later requests are checked to see if they can now be granted.
e [ftransactionaborts,allwaiting orgranted requestsofthetransactionare deleted.
v Lockmanager may keepalistoflocksheld by eachtransaction, toimplementthis efficiently.
Deadlock
Write short notes on deadlock. (Nov/Dec 2014) (Or) What is Deadlock? How does it occur? How
transactions be written to avoid deadlock, guarantee correct execution? (Nov/Dec 2105) (Or)
Outline deadlock handling mechanisms. (Nov/Dec 2016) (Or) When does deadlock occurs?
Explain two-phase commit protocol with example. (Nov/Dec 2017) (Or) Explain the methods
used to handle deadlock. (Nov/Dec 2018)
What is Deadlock?
1 A deadlock is a condition that occurs when two or more different database tasksare waiting for each other
and none of the task iswilling to give up the resources that other task needs.
1 Itisan unwanted situation that may result when two or more transactions are each waiting for locks held by the
other to be released.
1 Indeadlock situation, no task ever gets finished and is inwaiting state forever.
1 Deadlocks are not good for the system.

Rl

< ©

R2
Fig. Deadlock State

In the above diagram,
1 Process P1 holds Resource R2 and waits for resource R1, while Process P2 holds resource R1 and waits for
Resource R2. So, the above processisin deadlock state.
1 Thereistheonlywayto break adeadlock, isto abortoneor moretransactions.
1 Once, atransactionisabortedand rolled back, all the locks held by that transaction are released and can
continue their execution.
1 So,the DBMS should automatically restart the aborted transactions.
Deadlock Conditions
Following are the deadlock conditions,
1. Mutual Exclusion
2. Hold and Wait
3. No Preemption
4. Circular Wait

Page|34




CS8492 — Database Management Systems (Regulation 2017)

Il Year / IV Semester - CSE
1 Adeadlock mayoccur, ifall the above conditions hold true.

v In Mutual exclusion states that at least one resource cannot be used by more than oneprocessata
time. Theresourcescannotbesharedbetweenprocesses.

v Hold and Wait states thata processis holding aresource, requesting for additional resourceswhich
arebeingheld by other processes inthe system.

v No Preemption states thataresource cannotbe forcibly takenfromaprocess. Only a process can
release aresourcethat is being held by it.

v Circular Wait states that one process is waiting for a resource which is being held by second process
and the second process is waiting for the third process and so on and the lastprocessiswaiting forthefirst
process.ltmakesacircularchainofwaiting.

1 Thereare three general techniques for handling deadlock:

v" Timeouts

v Deadlock Prevention

v" Deadlock Detection

v' Recovery

Timeouts
1 Atransactionthatrequestsalock will waitfor only asystemdefined period of time.
1 Ifthelock hasnotbeengranted withinthisperiod, the lock request times out.
7 Inthiscase, the DBMS assumes the transaction may be deadlocked, even though itmay not be, and itaborts and
automatically restarts the transaction.
Deadlock Prevention
1 DeadlockPreventionensuresthatthesystemneverentersadeadlockstate. Following are the
requirements to free the deadlock:
7 No Mutual Exclusion:
v" NoMutualExclusionmeansremovingalltheresourcesthataresharable.
7 No Hold and Wait:
v Removing hold and wait condition can be done if a process acquiresall the resources that are needed

1

before starting out.
7 Allow Preemption:
v Allowing preemptionisasgoodas removing mutual exclusion.
v Theonly need istorestore the state of the resource for the preempted processrather than letting it in at the
same time as the preemptor.
7 Removing Circular Wait:
v’ Thecircular wait can be removed only if the resources are maintained ina hierarchy and processcanhold
theresourcesinincreasing theorder of precedence.
1 There are deadlock prevention schemes that use timestamp ordering mechanism of transactions in order to
predetermine adeadlock situation.
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Wait-Die Scheme

e Inthisscheme, ifatransactionrequeststolockaresource (dataitem), whichisalready held withaconflicting lock by
another transaction, then one of the two possibilities may occur —
v IfTS(Ti) < TS(T;j) —thatis Ti, whichis requesting a conflicting lock, is older than T;— then Ti isallowed to
wait until the data-item is available.
V' IfTS(Ti)>TS(t;)—thatisTiisyoungerthanTj—thenTidies. Tiisrestartedlaterwith a random delay but
with the same timestamp.
1 Thisschemeallowsthe older transaction to wait butkills the younger one.
Wound-Wait Scheme
e Inthisscheme, ifatransactionrequeststolockaresource (dataitem), whichisalready held with conflicting lock by
some another transaction, one of the two possibilities may occur —
v If TS(Ti) < TS(T;), then Tiforces T;to be rolled back — that is Tiwounds T;. Tjis restarted later with
arandom delay butwith the same timestamp.
v IfTS(Ti)>TS(T;), then Tiis forced to wait until the resource isavailable.
This scheme, allows the younger transaction to wait; but when an older transaction requestsanitemheld by
ayoungerone, theolder transaction forcesthe younger oneto abort and release the item.

 —

 —

Inboththecases, thetransactionthatentersthesystematalater stageisaborted.
Both inwait-die and in wound-wait schemes, arolled back transactions is restarted with its original timestamp.
Older transactions thus have precedence over newer ones, and starvation is henceavoided.

—

Timeout-Based Schemes:

—

v’ Atransactionwaitsforalockonlyforaspecifiedamountoftime. Afterthat, thewait times out and the
transaction is rolled back.
v Thus deadlocks are not possible.
v Simpletoimplement; but starvation is possible. Also difficult to determine good value of the timeout
interval.
Deadlock Avoidance
1 Deadlock Avoidancehelpsinavoidingtherollingbackconflictingtransactions.
1 Itisnotgoodor practical approachtoabortatransactionwhenadeadlock occurs.
1 Instead, deadlock avoidance mechanisms can be used to detect any deadlock situation in advance.
1 Deadlock occurs when each transaction T ina set of two or more transactions is waiting for some item that is locked
by some other transaction T in the set.

(Or)
1 Systemisdeadlocked ifthereisasetoftransactionssuchthateverytransactioninthe setis waiting for another
transaction in the set.
1 Thereisonly onewayto break deadlock: abort one or more of the transactions. Thisusually involvesundoing all the
changes made by the aborted transactions (S).
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1 Methodslike "wait-for graph™ are available buttheyaresuitable for only those systems where transactions are

lightweighthaving fewer instances of resource.
1 Inabulky system, deadlock preventiontechniques maywork well.
Wait-for Graph
1 Thisisasimple method available to track if any deadlock situation may arise.
1 Foreachtransaction entering into the system, anode is created.
1 Whenatransaction Tirequests foralock onanitem, say X, which isheld by some other transaction Tj, a
directed edge is created from Tito T;.
1 IfTjreleasesitem X, theedge between themisdropped and Tilocksthe dataitem.
1 The system maintains this wait-for graph for every transaction waiting for some data items held by others.
1 Thesystem keeps checking if there's any cycle in the graph.
Waits-for Lock(Y)

Waits-for Lock(X) N
Here, we can use any of the two following approaches —
First, do not allow any request for an item, which is already locked by another transaction. This is not always
feasibleand may cause starvation, where atransaction indefinitely waits for a data item and can never acquire it.
1 Thesecond option is to roll back one of the transactions.
1 Itisnotalwaysfeasibletoroll back the youngertransaction, asitmaybeimportantthan the older one.
1 Withthehelpofsomerelativealgorithm,atransactionischosen,whichistobeaborted.
1 Thistransaction isknown asthe victim and the process isknown as victim selection._Deadlock
Recovery
7 When deadlock is detected :
o Some transaction will have to rolled back (made a victim) to break deadlock. Select that transaction as
victim that will incur minimum cost.
o Rollback -- determine how far to roll back transaction
= Total rollback: Abort the transaction and then restart it.
= More effective to roll back transaction only as far as necessary to break deadlock.
o Starvation happens if same transaction is always chosen as victim. Include the number of rollbacks
in the cost factor to avoid starvation.
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Transaction Recovery

Explain in detail about transaction recovery.

1 Atransactionisthebasiclogicalunitofexecutioninaninformationsystem.

1 Atransaction is a sequence of operations that must be executed as a whole, taking a consistent(&correct)
database state intoanother consistent (& correct) database state.

1 Datarecovery s the process of restoring data that has been lost, accidentally deleted, corrupted or made

inaccessible.
(Or)
1 Datarecovery typically refers to the restoration of data to a desktop, laptop, server or external storage
system from a backup.

1 The techniques used to recover the lost data due to system crash, transaction errors, viruses, catastrophic
failure, incorrect commands execution etc. are called as database recovery techniques.
What is Recovery?
1 Recoveryistheprocessofrestoringadatabase tothecorrectstateintheeventofafailure.
1 Itensuresthatthe databaseisreliableandremainsinconsistentstateincase ofafailure.
Failure Classification
7 Wegeneralize afailure into various categories, as follows
1 There are some common causes of failures such as,

1. System Crash
2. Transaction Failure
3. Network Failure
4. Disk Failure
5. MediaFailure
1 Eachtransactionhas ACID property. If we fail to maintain the ACID properties, itisthe failure of the database
system.
1. System Crash
1 System crash occurs when there is a hardware or software failure or external factors like a power failure.
1 The data in the secondary memory is not affected when system crashes because the database has lots of
integrity. Checkpoint prevents the loss of data from secondary memory.
2. Transaction Failure
« Atransactionhastoabortwhenitfailstoexecuteorwhenitreachesapointfromwhereit can‘t go anyfurther.
1 Thisiscalledtransactionfailurewhereonlyafewtransactionsorprocessesare hurt.
« Reasons for a transaction failure could be —
o Logical errors—Where atransaction cannot complete because ithas some code error or any internal error
condition.
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o System errors — Where the database system itself terminates an active transaction because the DBMSisnotable

to execute it, or ithasto stop because of some system condition. For example, in case of deadlock or resource
unavailability, the system aborts an active transaction.
1 This failure occurs when there are system errors like deadlock or unavailability of system resources to execute
the transaction.
3. Network Failure
o Anetwork failure occurs when a client — server configuration or distributed database systemare connected
by communication networks.
4. Disk Failure
1 DiskFailureoccurswhenthereare issueswith hard disks like formation of bad sectors, disk head crash,
unavailability of disk etc.
5. Media Failure
1 Mediafailure is the most dangerous failure because, it takes more time to recover thanany other kind offailures.
1 Adisk controlleror disk head crash isa typical example of media failure.
1 Naturaldisasterslike floods, earthquakes, power failures, etc. damage the data.
Storage Structure / Storage of Data
1 ADBMS stores the data on external storage because the amount of data isvery hugeand must persist across
program executions.
1 Datastorage is the memory structure in the system.
o Thestoragestructure/storageofdatacanbedividedintothreecategories—
7 Volatile Memory
v" Non - VolatileMemory
1 Stable Memory
Volatile Memory
1 Volatile memory can store only a small amount of data. For eg. Main memory, cache memory etc.
1 Volatilememory isthe primary memory device in the systemand placed along with the CPU.
1 Involatile memory, if the system crashes, then the data will be lost.
1 RAMuisaprimarystoragedevicewhichstoresadisk buffer,active logsandotherrelated data of adatabase.
1 Primary memory is always faster than secondary memory.
1 When we fire aquery, the database fetches a data from the primary memory and then moves to the secondary
memory to fetch the record.
1 Ifthe primary memory crashes, then the whole data in the primary memory is lost and cannot be recovered.
1 Toavoiddataloss, createacopy of primary memory inthe database withall the logsand buffers, create
checkpointsatseveral placessothedataiscopiedtothedatabase.
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Non - VolatileMemory
e Non-volatile memory is the secondary memory.
1 These memoriesare huge in size, but slow in processing. For eg. Flash memory, hard disk, magnetic tapesetc.
1 Ifthe secondary memory crashes, whole data in the primary memory is lost and cannot be recovered.
To avoid data loss in the secondary memory, there are three methods used to back it up:
1. Remotebackupcreatesadatabasecopyandstoresitintheremote network.
v' Thedatabase is updated with the current database and sync with data and other details.
v Theremote backup is also called as an offline backup because it can be updated manually.
v" If the current database fails, then the system automatically switches to the remote databaseandstarts
functioning. Theuserwillnotknowthattherewasafailure.
2. The database is copied to secondary memory devices like Flash memory, hard disk, magnetic tapes, etc.
and kept in a secured place.
v’ Ifthe system crashes or any failure occurs, the data would be copied from these tapes to bring the
database up.
3. Thehugeamountof data isan overhead to backup the whole database.
v To overcome this problem the log files are backed up at regular intervals. Thelogfileincludes
alltheinformationaboutthetransactionbeingmade.
v' Thesefilesare backed up atregular intervalsand the database is backed up once ina week.
Stable Memory
1 Stable memory is the third form of the memory structure and same as non-volatile memory.
« Instable memory, copies of the same non — volatile memories are stored in different places, because if the system
crashesanddatalossoccurs,thedatacanberecovered fromother copies.

Log-Based Recovery
1 Logs are the sequence of records that maintain the records of actions performed by a transaction.

o InLog-BasedRecovery,logofeachtransactionismaintainedinsomestable storage. If any failure occurs, it

can berecovered fromthere to recover the database.
1 The log contains the information about the transaction being executed, values that have been modified and

transaction state.
1 Allthese information will be stored in the order of execution.
Log-based recovery works as follows —
1 Thelogfile is kept on a stable storage media.
Whenatransactionentersthe systemandstartsexecution, itwritesalog aboutit.

<Tp, Start>
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e Whenthe transaction modifiesan item X, it write logs as follows —
<Tn X, V1, V2>

7 Itreads Ty has changed the value of X, from V1 to V.

e When the transaction finishes, it logs —

<Tn, commit>

1 The database can be modified using two approaches. (Or) There are two methods of creating the log files
and updating the database,

1. Deferred Database Modification
2. Immediate Database Modification
Deferred Database Modification

1 Allthelogsforthetransactionare createdandstored intostable storage system.

7 Inthe above example, three log records are created and stored it in some storage system, the database will be
updated with those steps.

Immediate Database Modification

0 After creating each log record, the database is modified for each step of log entry immediately.

7 Intheaboveexample, the database ismodified ateach step of log entry that meansafter first log entry, transaction
will hit the database to fetch the record, then the second log will be entered followed by updating the employee's
address, then the third log followed by committing the databasechanges.

Shadow Paging Technigue

e Dataisn‘tupdated _inplace

1 Thedatabase is considered to be made up of a number of n fixed-size disk blocks or pages, for recovery purposes.

1 Apagetablewithnentriesisconstructed where the ith page table entry points to the ith database page ondisk.

7 Currentpagetable points to most recent current database pages on disk

Database data
pages/blocks

Page table
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7 When atransaction begins executing,

1 thecurrent page table is copied into ashadow page table
shadow page table isthen saved

|- |-

shadow page table is never modified during transaction execution

v' writesoperations—new copy of database page iscreatedand currentpagetable entry modified to point
to new disk page/block
Database data pages (hlocks)
Current pagetable e 5 (old)
(after updating pages page 5 Shadowpage takle
26) page 1 (not updated)
/ page 4 e 1
1 o
2 A—
3 ol page 2 (old) 2 3
— L—
6 . page 3 ’/‘ 6
page 6
page 2 (new)
page 5 (new)

« Torecover fromafailure
v’ thestateofthedatabasebeforetransactionexecutionisavailablethroughthe shadow page table
v’ free modified pages
v' discard currrent pagetable
v’ thatstateisrecoveredbyreinstatingthe shadowpage table tobecomethecurrent page table oncemore
«  Commiting atransaction
v’ discard previous shadow page
v’ free old page tables that it references
«  Garbage Collection
Recovery with Concurrent Transaction
1 Whenmorethanonetransactionisexecuted inparallel, the logsareinterleaved.

1 Atthattime of recovery, it would become difficult for the recovery system to returnall logs to a previous point and
then start recovering.
1 Toovercome this situation 'Checkpoint' is used.
Checkpoint
1 Checkpoint acts like a benchmark.
1 Checkpointsare also called as Syncpoints or Savepoints.
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1 Itisamechanism where all the previous logs are removed from the system and stored permanently in a

storage system.
1 Itdeclaresapointbeforewhichthe database managementsystemwasinconsistentstate and all the transactions
were committed.
1 Itisapointofsynchronization between the database and the transaction logfile.
1 Itinvolves operations like writing log records in main memory to secondary storage, writing the modified
blocksin the database bufferstosecondary storage and writinga checkpoint record to the log file.
1 Thecheckpointrecordcontainstheidentifiersofall transactionsthatareactiveatthetime of the checkpoint.
Recovery
1 Whenconcurrenttransactionscrashandrecover, thecheckpointisaddedtothetransaction and recovery system
recoversthe database from failure infollowing manner,
« Whenasystemwithconcurrenttransactionscrashesandrecovers, itbehavesinthe following manner —
Therecoverysystemreadsthelogsbackwardsfromtheendtothelastcheckpoint.
It maintains two lists, an undo-list and a redo-list.
Ifthe recovery systemseesalogwith <T,, Start>and <Tn, Commit>or just<Tn, Commit>, it puts the
transaction in the redo-list.
If the recovery system sees a log with <Tj, Start> but no commit or abort log found, it puts the transaction
in undo-list.
1 Allthetransactionsinthe undo log are undone and their logs are removed.
1 Allthetransactionsinthe redolog and their previous logs are removed and then redone before saving their
logs.

Checkpoint Failure

fr

ts

l4

Time
Save Points
Write short notes on save points.
A savepoint is a way of implementing subtransactions (also known as nested transactions) within arelational
database managementsystem byindicatingapointwithinatransaction thatcanbe"rolledback to" without
affectinganyworkdoneinthetransactionbeforethe savepoint wascreated.
1 Multiple savepoints can exist within a single transaction.
1 Savepointsare useful forimplementing complexerror recovery in database applications.
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1 Ifanerror occurs in the midst of a multiple-statement transaction, the application may be able to recover from the

error (by rolling back to a savepoint) without needing to abort the entire transaction.
1 Asavepointcanbedeclared by issuingaSAVEPOINT name statement.
1 All changes made after a savepoint has been declared can be undone by issuing a ROLLBACK TO
SAVEPOINT namecommand.
1 IssuingRELEASE SAVEPOINT name will causethenamedsavepointto bediscarded, but will not
otherwise affect anything.
1 IssuingthecommandsROLLBACKorCOMMITwillalso discard any savepointscreated since the start of the
main transaction.
COMMIT Command
1 COMMIT command saves all the work done.
1 Itendsthecurrenttransactionandmakespermanentchangesduringthetransaction.
Syntax:
commit;
SAVEPOINT Command
1 SAVEPOINT command is used for saving all the current point in the processing of a transaction.
1 Itmarksand saves the current pointin the processing of a transaction.
Syntax:
SAVEPOINT <savepoint_name>
Example:
SAVEPOINT no_update;
1 Itisusedto temporarily save a transaction, so that you can rollback to that point whenever necessary.
ROLLBACK Command
1 ROLLBACK command restores database to original since the last COMMIT.
1 Itisused to restores the database to last committed state.
Syntax:
ROLLBACK TO SAVEPOINT <savepoint_name>;
Example:
ROLLBACK TO SAVEPOINT no_update;
Isolation Levels
Discuss isolation levels in detail.
+ Isolationlevelis nothing but locking the row while performing some task, so that other transaction cannot

accessorwillwaitforthecurrenttransactiontofinishitsjob.

1 Serializability isa useful concept because itallows programmersto ignore issues related to concurrency when they
code transactions.

1 Ifeverytransaction hasthe property that it maintains database consistency if executed alone, thenserializability
ensuresthatconcurrentexecutionsmaintainconsistency.
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1 The SQL standard also allows a transaction to specify that it may be executed in suchaway thatitbecomes

nonserializable with respect to other transactions.
Let's write a transaction without Isolation level.
BEGIN TRANSACTION MyTransaction
BEGIN TRY
UPDATE Account SET Debit=100 WHERE Name="'John Cena'
UPDATE ContactInformation SET Mobile='1234567890' WHERE Name="The Rock'’
COMMIT TRANSACTION MyTransaction
PRINT 'TRANSACTION SUCCESS'
END TRY
BEGIN CATCH
ROLLBACK TRANSACTION MyTransaction
PRINT 'TRANSACTIONFAILED'
END CATCH
1 SQL Server provides 5 Isolation levels to implement with SQL Transaction to maintain data concurrency in the
database. The isolation levels specified by the SQL standard are as follows:
Read uncommitted
1 Itallowsuncommitted datato beread. Itisthe lowestisolation levelallowed by SQL.
1 Allthe isolation levels above additionally disallow dirty writes, that is, they disallow writestoadataitem
thathasalreadybeenwrittenbyanothertransactionthathasnotyet committed oraborted.
Example
SETTRANSACTIONISOLATIONLEVEL
READ UNCOMMITTED
BEGIN TRANSACTION MyTransaction
BEGIN TRY
UPDATE Account SET Debit=100 WHERE Name="'John Cena'
UPDATE ContactinformationSET Mobile="'1234567890'WHERE Name="TheRock'
COMMIT TRANSACTION MyTransaction
PRINT "'TRANSACTION SUCCESS’
END TRY
BEGIN CATCH
ROLLBACK TRANSACTION MyTransaction
PRINT "'TRANSACTION FAILED’
END CATCH
Read committed
1 Itallowsonly committed datato be read, butdoesnotrequire repeatable reads.
1 Forinstance, betweentwo reads of a data item by the transaction, another transaction may have updated the data
item and committed.
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Example

SETTRANSACTIONISOLATIONLEVEL
READ COMMITTED
BEGIN TRANSACTION MyTransaction
BEGIN TRY
UPDATE Account SET Debit=100 WHERE Name="'John Cena'
UPDATE ContactInformationSET Mobile='1234567890'WHERE Name="TheRock'
COMMIT TRANSACTION MyTransaction
PRINT "'TRANSACTION SUCCESS’
END TRY
BEGIN CATCH
ROLLBACK TRANSACTION MyTransaction
PRINT "TRANSACTION FAILED'
END CATCH
Repeatable read
Itallowsonlycommitteddatatobereadandfurtherrequiresthat,betweentworeadsofa data item by a transaction,
no other transaction isallowed to update it.
1 However,thetransactionmaynotbeserializable withrespectto othertransactions.
1 Forinstance, when it is searching for data satisfying some conditions, atransaction may find some of the data
inserted by acommitted transaction, but may not find other data inserted by the same transaction.
Example
SETTRANSACTIONISOLATIONLEVEL
REPEATABLE READ
Serializable
1 Itusually ensures serializable execution.
1 However,aswe shall explain shortly, some database systemsimplement this isolation level inamanner thatmay, in
certain cases, allow nonserializable executions.
Example
SET TRANSACTION ISOLATION LEVEL
SERIALIZABLE
Snapshot
1 Snapshot Isolation (SI) is an optimistic isolation level.
1 Allows for processes to read older versions of committed data if the current version is locked.
1 Difference between snapshot and read committed has to do with how old the older versions have tobe.
o It‘spossible to have two transactions executing simultaneously that give us a result that is not possible in any
serial execution.
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Example
SETTRANSACTIONISOLATIONLEVEL
SNAPSHOT
SQL Facilities for Concurrency and Recovery
1 Itispossibletoachieveconcurrency controlandrecoveryusing SQL statements. Following are the
differenttypesofisolationsavailable in SQL Server.
7 READ COMMITTED
7 READ UNCOMMITTED
1 REPEATABLE READ
1 SERIALIZABLE
1 SNAPSHOT
Let us discuss about each isolation level in details. Before this, execute following script to create table and insert some data
that we are going to use inexamples for eachisolation
IF OBJECT_ID('Emp’) is not null begin
DROP TABLE Emp
end
create table Emp(ID int,Name Varchar(50),Salary Int) insert into
Emp(ID,Name,Salary) values ( 1,'David’,1000) insert into
Emp(ID,Name,Salary) values ( 2,'Steve',2000) insertinto
Emp(ID,Name,Salary)values(3,'Chris',3000)

me  Salary

Na

i1 : David 1000
2 | X 2000
i

[

N
v

[0

bo s annn
onns whuu
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Note: Beforeexecutingeachexampleinthisarticle, resetthe Emptablevaluesbyexecutingthe above script.
Read Committed

7 Inselectquery it will take only commited values of table.
1 Ifany transaction is opened and incompleted on table in others sessions then select query will waittill no
transactions are pending on same table.
7 Read Committed is the default transaction isolation level.
Read committed example 1:
Session 1
begin tran
update emp set Salary=999 where ID=1 waitfor delay
'00:00:15'
commit
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Session 2
settransactionisolationlevelreadcommitted select
Salary from Empwhere ID=1
7 Run both sessions side by side.
Output
999
7 Insecond session, it returns the result only after execution of complete transaction in first session because of the
lock on Emptable.
7 We have used wait command to delay 15 seconds after updating the Emp table in transaction.
Read committed example 2
Session 1
begin tran
select * from Emp waitfor
delay '00:00:15' commit
Session 2
settransactionisolationlevelreadcommitted select *
fromEmp
7 Run both sessions side by side.
Output
1000
7 Insession2,therewon'tbeany delay inexecutionbecause in session 1 Emp tableisused under transaction but it
is not used update or delete command hence Emp table is not locked.
Read committed example 3
Session 1
begin tran
select * from emp waitfor
delay '00:00:15'
update emp set Salary=999 where ID=1 commit
Session 2
settransactionisolationlevelreadcommitted select
Salary from Empwhere ID=1
7 Run both sessions side by side.
Output
1000
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7 Insession 2, there won't be any delay in execution because when session 2 is executed Emp table in session 1 is not

locked (used only selectcommand, locking on Emp table occurs after wait delaycommand).
Read Uncommitted
1 Ifanytable isupdated (insert or update or delete) under atransaction and same transaction is not completed that is not

committed or roll backed then uncommitted values will display (Dirty Read) in select query of "Read
Uncommitted™isolationtransactionsessions.
There won't be any delay in select query execution because this transaction level does not wait for committed
values on table.
Read uncommitted example 1
Session 1

begin tran

update emp set Salary=999 where ID=1 waitfor delay

'00:00:15'

rollback

| —

Session 2
settransactionisolationlevelreaduncommitted select Salary
from Empwhere ID=1
7 Runboth sessions at a time one by one.
Output
999

—

Select query in Session2 executes after update Emp table in transaction and before transaction rolled back.
Hence 999 is returned instead of 1000.

7 Ifyouwantto maintain Isolation level "Read Committed" butyouwant dirty read values for specific tablesthen
usewith (nolock) inselectquery forsametablesasshownbelow.

—

settransactionisolationlevelreadcommitted select *
from Emp with(nolock)
Repeatable Read
1 selectquerydataof table thatisused under transaction of isolation level "Repeatable Read" cannot be modified from
any other sessionstill transcation iscompleted.
Repeatable Read Example 1
Session 1
set transaction isolation level repeatable read begin tran
select*fromempwhere IDin(1,2) waitfor
delay'00:00:15'
select* fromEmpwhere IDin(1,2)
rollback
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Session 2

update emp set Salary=999 where 1D=1
7 Run both sessions side by side.
Output
7 Update command in session 2 will wait till session 1 transaction is completed because emp table row with ID=1
has locked in session 1 transaction.
Repeatable Read Example 2
Session 1
set transaction isolation level repeatable read begin tran
select * from emp waitfor
delay '00:00:15" select * from
Emp rollback
Session 2
insert into Emp(ID,Name,Salary) values(
11,'Stewart',11000)
7 Run both sessions side by side.
Output
Result in Session 1.
[ Resuls [[Jy Messages|

I Name Salary

1 i1 : David 1000
2 2 Steve 2000
3 Chis 3000

I Name Salary
1 i1 {David 1000
2 2 Steve 2000
3 3 Chrs 3000
4 11 Stewat 11000

1 Session 2 will execute without any delay because it has insert query for new entry. This isolation level allows
inserting newdatabutdoesnotallowmodifyingdatathatisusedin select query executed in transaction.

7 Youcannotice tworesultsdisplayed in Session 1 have differentnumber of rowcount (1 row extra in second
result set).

Repeatable Read Example 3

Session 1
set transaction isolation level repeatable read begin tran
select * from emp where ID in(1,2)
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waitfor delay'00:00:15'

select* fromEmpwhere IDin(1,2)
rollback
Session 2
update emp set Salary=999 where ID=3 Runboth
sessionsatatimeonebyone.
Output
1 Session 2 will execute withoutany delay because row with ID=3 is not locked, that isonly 2 records whose IDs are
1,2 arelocked in Session 1.
Serializable
1 Serializable Isolationissimilarto Repeatable Read Isolationbutthe differenceisitprevents Phantom Read.
1 Thisworks based on range lock. If table has index then it locks records based on index range used in WHERE
clause (like where 1D between 1 and 3).
1 Iftable doesn't have index then it locks complete table.
Serializable Example 1
7 Assumetable does not have index column.
Session 1
set transaction isolation level serializable begin tran
select * from emp waitfor
delay '00:00:15" select * from
Emp rollback
Session 2
insert into Emp(ID,Name,Salary) values ( 11,'Stewart',11000)
7 Run both sessions side by side.
Output
Result in Session 1.

[ Resuts |y Messages |
ID Name Salary

1 19 David 1000

2 2 Steve 2000

3 3 Chis 3000
ID Name Salan

1 1 i David 1000

2 2 Steve 2000

R s

1 Complete Emp table will be locked during the transaction in Session 1.
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7 Unlike "Repeatable Read", insert query in Session 2 will wait till session 1 execution is completed.

7 Hence Phantom read is prevented and both queries in session 1 will display same number of rows.
1 Tocomparesamescenariowith"Repeatable Read" read Repeatable Read Example 2. Serializable

Example 2
7 Assumetable has primary keyoncolumn"ID".
7 In our example script, primary key is not added. Add primary key on column Emp.ID before executing
belowexamples.
Session 1
set transaction isolation level serializable begin tran
select* fromempwhere ID between 1and 3 waitfor
delay'00:00:15'
select* from Empwhere ID between 1and 3 rollback
Session 2
insert into Emp(ID,Name,Salary) values ( 11,'Stewart’,11000)
7 Runboth sessions side by side.
Output
1 Since Session 1 is filtering IDs between 1 and 3, only those records whose 1Ds range betweenland3willbe
lockedandtheserecordscannotbemodifiedandnonewrecords with 1D range between 1 to 3 will be inserted.

Inthisexample, newrecord with ID=11will be inserted in Session 2 withoutany delay. Snapshot

—

Snapshot isolation is similar to Serializable isolation.
The difference is Snapshot does not hold lock on table during the transaction so table can be modified in other

— —

sessions.
1 Snapshot isolation maintains versioning in Tempdb for old data in case of any data modification occurs in
other sessions then existing transaction displays the old data from Tempdb.
Snapshot Example 1
Session 1
settransactionisolationlevelsnapshot begin tran
select * from Emp waitfor
delay '00:00:15' select * from
Emp rollback
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Session 2

insert into Emp(ID,Name,Salary) values ( 11,'Stewart',11000) update Emp
set Salary=4444 where D=4
select * from Emp

Run both sessions side by side.

Output
ResultinSession1.
(3 Resuts | [y Messages|
IO Name Salary
1 i1 iDavid 1000
2 2 Steve 2000
3 3 Chrs 3000
ID Name Salary
1 i1 iDavid 1000
2 2 Steve 2000
3 3 Chns 3000
ResultinSession2.
ID  Name Salary
1 i1 :David 1000
2 2 Steve 2000
3 3 Chris 3000
4 11 Stewat 11000

1 Session2querieswill be executed in parallel astransaction insession 1 won't lock the table Emp.
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Unit—11
Database Design

Entity-Relationship Model - E-R Diagrams - Enhanced-ER Model - ER-to-Relational Mapping -
Functional Dependencies - Non-loss Decomposition - First, Second, Third Normal Forms,
Dependency Preservation - Boyce / Codd Normal Form - Multi-valued Dependencies and Fourth

Normal Form - Join Dependencies and Fifth Normal Form.

Entity-Relationship Model
Explain in detail about Entity Relationship Model.

(1 The entity-relationship (E-R) data model uses a collection of basic objects, called entities and
relationships among these objects.

e An entity is a —thingl or —objectl in the real world that is distinguishable from other objects.
[0 For example, each person is an entity and bank accounts can be considered as entities.
[0 The E-R models employ the basic concepts such as,
v Entity Sets
v" Relationship Sets
v' Attributes
Entity Set
- The set of all entities of the same type are termed as an entity set.
[0 Entities are described in a database by a set of attributes.
[0 The extra attribute 1D is used to identify an instructor uniquely.
Types of Entity Set
[1 Strong Entity Set
v'An entity set that has a primary key is called strong entity set.
[0 Weak Entity Set
v" An entity set that does not have a primary key is called weak entity set.
[ ldentifying Or Owner Entity set
v' Weak entity set must be associated with another entity set called identifying or
owner entity set.

v' The weak entity set is said to be existence dependent on identifying entity set.
Relationship Set

(1 A relationship is an association among several entities.

[1 The set of all relationships of the same type are termed as a relationship set.
Attributes

(1 An attribute of an entity set is a function that maps from the entity set into a domain.
[0 For each attributes, there is a set of permitted value set of that attribute.
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Types of Attributes

1 Simple and Composite
1 Single Value and Multi-valued
1 Derived
(1 Descriptive
Simple & Composite Attributes
1 Simple Attribute
v/ Attributes that cannot be divided into subparts are called simple
attributes.
v/ EX: S.no is a simple attributes.
[0 Composite Attribute
v/ Attribute that can be divided into subparts is called as composite attributes.

LastName
FirstName \
Name BirthDate
Student
Roll_No.

Single Valued & Multi-valued Attribute
(1 Single Valued Attribute
v' The attribute that have single value for a particular entity is called single valued
attribute.
v' Ex: student_id — refers to only one student.
1 Multi-valued Attributes
v' The attribute that has a set of values for a specific entity is called multi-valued
attributes.
v' Ex: phone_number

LastName
FirstName \
Name BirthDate
Student
Roll_No.

Derived Attribute

(1 The value of this type of attribute can be derived from the values of other related
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attributes or entities.

Example:
LastName
FirstName \
Name BirthDate
Student  —__  .-ecotnoeel
\I:‘ . Age ; 5
Roll_No.

Descriptive Attribute
[0 The attribute present in the relationship is called as descriptive attribute.

[} > |

Figure: ER Diagram with Descriptive Attribute
[0 NULL Value:
v' The attribute takes a NULL value, when an entity does not have a value for it.

street-name
address —.
T

date-of-birth Jage ™

Figure: ER diagram with Composite, Multi-valued and Derived Attributes
In the above ER diagram,
v' C_name & address - Composite Attribute
v Street - Component Attribute
v" Phone-number - Multi-valued Attribute
v' Age - Derived Attribute
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Constraints
Explain in detail about constraints.
1 An E-R enterprise schema may define certain constraints to which the contents of a
database must conform.

(1 That limits the possible combinations of entities that may participate in the corresponding
relationship set.
v" Mapping Cardinalities (Cardinality Constraints)

v Participation Constraints
Mapping Cardinalities (May/June 2013)
[1 Mapping cardinalities, or cardinality ratios, express the number of entities to which
another entity can be associated via a relationship set.
[0 Mapping cardinalities are most useful in describing binary relationship sets, although they
can contribute to the description of relationship sets that involve more than two entity sets.
0 A mapping cardinality is a data constraint that specifies how many entities an entity can be
related to in a relationship set.
(1 Consider a binary relationship set R between entity sets A and B. There are four possible
mapping cardinalities in this case:
[1 Types of mapping cardinalities are,
v" One to One
v" One to Many
v" Many to One
v' Many to Many
One-to-One
[1 Anentity in A is associated (related) with at most one entity in B, and an entity in B is
associated with at most one entity in A.

A
/ /" \
/ l"'. . l,f'f A

i1y --__",I

||ll

II
|
f =l
| {w] |
i1y -_-_-T"---.__ |
|
|

i
1 iy | \

NV

One-to-Many
[ An entity in Ais associated with any number (zero or more) of entities in B.
[0 And an entity in B, can be associated with at most one entity in A.
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A B
/ \ 7\
! ) / !
..'Ill I.'II o —\"'I — b 1 \"-I
|II Ill |{/ |III II'
f | \
| d, = / b, |
I ' | [ - '|
NOESS
a, - b,
T“\\ || |
III g ——-III.__ Hfl"_— b.; II
II || “\I |II III
{ AN {
b

\_/ N4

Many-to-One
00 An entity in A is associated with at most one entity in B.
1 And an entity in B, can be associated with any number (zero or more) of entities in A.

A B
/N 7\
,-'ll iy [ Il'f \l".
|
|II a Il. Mrl"— b, I
| | f

a, f ‘ b,
| | |
I'. a, .rl K/"LT'_ b,

I|III ||'I____ ’/ I|III IIII
.\\ ag }?’ |"'. .llllln'
_/ \_/

Many-to-Many
(1 Anentity in A is associated with any number (zero or more) of entities in B, and an entity in
B is associated with any number (zero or more) of entities in A.

A B

7N\ VRN

I.'f \\'.. / \".
I."Il a ~ /E'* b, \
f \ __5\/:__ f 1
f a —-L|' T b, '|
‘I g ! ‘ = b_.; |
| f ./I|/ {
I'. I|I —_)//J I', I|I
VoA T V| by /
\ #f' \"\\_ f."

\_/ \_/

Participation Constraints
It specifies whether the existence of an entity depends on its being related to another entity
via the relationship type.
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Entity

Relationship ———  Entity

N

total participation partial participation
Total Participation
[1 The participation of an entity set E in a relationship set R is said to be total, if every entity in
E participates in at least one relationship inR.

customer
[J Double line indicates that from loan to borrower, each loan must have at least one associated
customer.

Partial Participation
(1 If only some entities in E participate in relationship in R, then the participation of entity E

in relationship R is said to be partial.

Weak Entity Set

[ Entity types that do not have key attributes of their own are called weak entity types.
1 A weak entity type always has a total participation constraint (existence dependency) with
respect to its identifying relationship, because a weak entity cannot be identified without an

owner entity type.
0 A weak entity set is indicated in E-R diagrams by a doubly outlined rectangular box and
the corresponding identifying relationship by a doubly outlined diamond.
Strong Entity Set
[ Entity types that have key attributes of their own are called strong entity types.
[0 A strong entity set is indicated in E-R diagrams by rectangular box and its relationship by a
diamond.

Diagrams
[1 E-R diagram is used to express the overall logical structure (schema) of a database

graphically by an entity-relationship (E-R)diagram.
1 E-R diagrams are simple and clear.
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atrbute . . atrbute . atibute o __ atiibute
. E 1

Entity ntity

relationship

Figure: Sample ER Diagram
ER Diagram Representation Symbols
Write short notes on ER diagram representation symbols.
> Entity

Relationship

Attribute

Weak Entity

Weak Entity
Relationship

Multivalued
Attribute

—
&
-

AR

Key Attribute

\ Composite
/ Attribute
(Or)
Symbols Used in E-R Notation
) E
E entity set Al N
attributes:
A2 simple (A1),
A21 composite (A2) and
relationship set A22 multivalued (A3)
(A3) derived (A4)
A40
identifying
relationship set E
for weak entity set Al primary key
total participation E discriminating
E of entity set in attribute of
relationship (AL weak entity set
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many-to-many many-to-one
relationship relationship
one-to-one L.h E cardinality
relationship limits

role-

name . L
role indicator /4 \ ISA: geperah?a’aon
or specialization

es}

E2 E3
total (disjoint) disjoint
-total  generalization Q generalization
E3 E2 E

Alternative ER Notations

3
e'ntity set E' with @ @

simple attribute Al,

composite attribute A2, @
multivalued attribute A3,

derived attribute A4, ’1&;1 .
and primary key Al — Nl
. total
weak entity set generalization generalization

many-to-many * * N R
relationshin E1 @ E2 E1l < E2
one-to-one 1 1 R
relationsnp  |_E! @ £2 E1 E2
many—to-qne e 1 2 E1 R B2
relationship
participation R
inR: total (E1) | E1 E2 El po———1< E2
and partial (E2)

Basic Structure
An E-R diagram consists of the following major components:
[0 Rectangles divided into two parts represent entity sets.
The first part, which in this textbook is shaded blue, contains the name of the entity set.

[1 The second part contains the names of all the attributes of the entity set.
[1 Rectangle - to represent an entity set

1 Ellipses - to represent an attribute

1 Diamonds - to represent relationship sets

Page|8




CS8492 - Database Management Systems (Regulation 2017)

O 0Ooo0oogooogo o

Il Year / IV Semester - CSE
Lines - to link attributes to entity sets and entity sets to relationship sets

Double ellipses
Dashed ellipses
Double rectangle

to represent multi-valued attributes

to represent derived attributes

to represent weak entity sets

Double line to represent total participation of an entity in a relationship set.
Double diamonds represent identifying relationship sets linked to weak entity sets
Undivided rectangles - represent the attributes of a relationship set. Attributes

that are part of the primary key are underlined.

instructor student
ID 1D

nare name
salary tot_cred

Figure 1: E-R Diagram corresponding to Instructors and Students.
Consider the E-R diagram in Figure 1, which consists of two entity sets, instructor and
student related through a binary relationship set advisor.
The attributes associated with instructor are 1D, name, and salary.
The attributes associated with student are ID, name, and tot cred. In Figure 1, attributes of an
entity set that are members of the primary key are underlined.
If a relationship set has some attributes associated with it, then we enclose the attributes in
a rectangle and link the rectangle with a dashed line to the diamond representing that
relationship set.

P A i e Y G =
account-number > (_ balance

\.‘__—

S

account

customer

|
" "y
T Ze Y
- T

P P AR
Ccustormer nane > o« z_litc mier-c ity >

Coate . “'>
customer-street
\____ it

Figure 2: An ER Diagram for Banking Enterprise
Entity sets are represented by a rectangular box with the entity set name in the header and
the attributes listed below it.
Relationship sets are represented by a diamond connecting a pair of related entity sets.
The name of the relationship is placed inside the diamond.
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The above E-R diagram indicates that there are two entity sets, instructor and department,

with attributes as outlined earlier.

The diagram also shows a relationship member between instructor and department.

In addition to entities and relationships, the E-R model represents certain constraints to
which the contents of a database must conform.

One important constraint is mapping cardinalities, which express the number of entities to
which another entity can be associated via a relationship set.

Enhanced-ER Model

Discuss enhanced ER model in detail.

O

Enhanced entity-relationship models, also known as extended entity-relationship models,
are advanced database diagrams very similar to regular ER diagrams.

Enhanced ERDs are high-level models that represent the requirements and complexities of
complex databases.

It is a diagrammatic technique for displaying the Sub Class and Super Class; Specialization

and Generalization; Union or Category; Aggregation etc.

Features of EER Model

EER creates a design more accurate todatabase schemas.

It reflects the data properties and constraints more precisely.

It includes all modeling concepts of the ER model.

Diagrammatic technique helps for displaying the EER schema.

It includes the concept of specialization and generalization.

It is used to represent a collection of objects that is union of objects of different of different
entity types.

A. Sub Class and Super Class

Sub class and Super class relationship leads the concept of Inheritance.

The relationship between sub class and super class is denoted with @ symbol.

1. Super Class

Super class is an entity type that has a relationship with one or more subtypes.
An entity cannot exist in database merely by being member of any super class.
For example: Shape super class is having sub groups as Square, Circle, Triangle.

2. Sub Class

Sub class is a group of entities with unique attributes.
Sub class inherits properties and attributes from its super class.
For example: Square, Circle, Triangle are the sub class of Shape super class.
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Super class —»| Shape

I

Square Circle Triangle

| J

Y
Sub class

Fig. Super class/Sub class Relationship

B. Specialization and Generalization
1. Generalization
e Generalization is the process of generalizing the entities which contain the properties of all

the generalized entities.

e Itisa bottom approach, in which two lower level entities combine to form a higher level
entity.

e Generalization is the reverse process of Specialization.

e It defines a general entity type from a set of specialized entity type.

e It minimizes the difference between the entities by identifying the common features.

For example:
| Animal |

T

Bootom Up
Approach

I Tiger I l Lion I l Elephant ]

Fig. Generalization
e Inthe above example, Tiger, Lion, Elephant can all be generalized as Animals.
2. Specialization

e Specialization is a process that defines a group entity which is divided into sub groups
based on their characteristic.

e Itisatop down approach, in which one higher entity can be broken down into two lower
level entities.

e It maximizes the difference between the members of an entity by identifying the unique
characteristic or attributes of each member.

e It defines one or more sub class for the super class and also forms the superclass/subclass
relationship.
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For example
Employee
Top Down
o Approach
Developer Tester

Fig. Specialization

In the above example, Employee can be specialized as Developer or Tester, based on what
role they play in an Organization.
C. Category or Union
e Category represents a single super class or sub class relationship with more than one super
class.
e It can be a total or partial participation.
e For example Car booking, Car owner can be a person, a bank (holds a possession on a Car)
or a company.
e (Category (sub class) — Owner is a subset of the union of the three super classes —
Company, Bank and Person.
e A Category member must exist in at least one of its super classes.

Person Bank Company
Owner

Fig. Categories (Union Type)

D. Aggregation

e Aggregation is a process that represents a relationship between a whole object and its
component parts.

e Itabstracts a relationship between objects and viewing the relationship as an object.
e Itisaprocess when two entities are treated as a single entity.
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Student

Fig. Aggregation
e Inthe above example, the relation between College and Course is acting as an Entity in
Relation with Student.
Disjointness / Overlap Constraint
e Specifies that the subclass of the specialization must be disjoint, which means that an entity
can be a member of, at most, one subclass of the specialization.
e The dinthe specialization circle stands for disjoint.
e If the subclasses are not constrained to be disjoint, they overlap.
e Overlap means that an entity can be a member of more than one subclass of the
specialization.
e Overlap constraint is shown by placing an o in the specialization circle.
Completeness Constraint
e The completeness constraint may be either total or partial.
e A total specialization constraint specifies that every entity in the superclass must be a
member of at least one subclass of the specialization.
e Total specialization is shown by using a double line to connect the super class to the circle.
e Assingle line is used to display a partial specialization, meaning that an entity does not
have to belong to any of the subclasses.
Disjointness vs. Completeness
e Disjoint constraints and completeness constraints are independent. The following possible
constraints on specializations are possible:
a) Disjoint, total

Department

J\

Academic I I Administrative I
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b) Disjoint, partial

Employee

[ Secretary | | Analyst || Engineer |

c) Overlapping, total

Part

d) Overlapping, partial

Movie

J\

Y

ER-to-Relational Mapping
Describe ER to Relational mapping in detail.
e ER diagrams can be mapped to relational schema, that is, it is possible to create relational
schema using ER diagram.
e We cannot import all the ER constraints into relational model, but an approximate schema
can be generated.

e There are several processes and algorithms available to convert ER Diagrams into
Relational Schema. Some of them are automated and some of them are manual.

ER-to-Relational Mapping Algorithm
e Let us use the COMPANY database example to illustrate the mapping procedure.
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CECDICED

Locatio@
WORKS_FOR T
/ Q@ Number

\O

| EMPLOYEE | Start dat)) < Number_of employees *— DEPARTMENT |
\\ @ Hours ﬁ
N
, PROJECT
Supervisor Supervisee
1
~ Qo-cation )
DEPENDENTS_OF ( Number
DEPENDENT

Figure 1: ER conceptual schema diagram for the COMPANY database

EMPLOYEE
| Fname | Minit | Lname| Ssn | Bdate | Address | Sex | Salary | Super_ssn| Dno |

DEPARTMENT TTT* |

| Dname ‘ Dnumber ‘ Mgr_ssn‘ Mgr_start_date‘
a—
DEPT_LOCATIONS

| Dnumber | Dlocation |
|

PROJECT
| Pname | Prumber | Plocation | Dnum

'y L
WORKS_ON

| Essn | Pno | Hours |
|
DEPENDENT

| Essn | Dependent_name | Sex | Bdate | Relationship |
|

Figure 2: Result of mapping the COMPANY ER schema into a relational database schema
e The COMPANY ER schema is shown again in Figure 1, and the corresponding COMPANY

relational database schema is shown in Figure 2 to illustrate the mapping steps.
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Step 1: Mapping of Regular Entity Types

e For each regular (strong) entity type E in the ER schema, create a relation R that includesall
the simple attributes of E.

e Include only the simple component attributes of a composite attribute. Choose one of the
key attributes of E as the primary keyfor R.

e If the chosen key of E is a composite, then the set of simple attributes that form it will
together form the primary key of R.

e If multiple keys were identified for E during the conceptual design, the information
describing the attributes that form each additional key is kept in order to specify secondary
(unique) keys of relation R.

Step 2: Mapping of Weak Entity Types

e For each weak entity type W in the ER schema with owner entity type E, create a relation R
and include all simple attributes (or simple components of composite attributes) of W as
attributes of R.

e In addition, include as foreign key attributes of R, the primary key attribute(s) of the
relation(s) that correspond to the owner entity type(s); this takes care of mapping the
identifying relationship type of W.

e The primary key of R is the combination of the primary key(s) of the owner(s) and the
partial key of the weak entity type W, ifany.

e If there is a weak entity type E2 whose owner is also a weak entity type E1, then E1 should
be mapped before E2 to determine its primary key first.

Step 3: Mapping of Binary 1:1 Relationship Types

e For each binary 1:1 relationship type R in the ER schema, identify the relations S and T that
correspond to the entity types participating in R.

e There are three possible approaches:

v' The foreign key approach

v' The merged relationship approach

v' The cross-reference or relationship relation approach
Foreign Key Approach:

e Choose one of the relations—S, say—and include as a foreign key in S the primary key of T.

e Itis better to choose an entity type with total participation in R in the role of S.

e Include all the simple attributes (or simple components of composite attributes) of the 1:1
relationship type R as attributes of S.

Merged Relation Approach:

e An alternative mapping of a 1:1 relationship type is to merge the two entity types and the
relationship into a single relation.

e This is possible when both participations are total, as this would indicate that the two tables
will have the exact same number of tuples at all times.
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Cross-reference or relationship relation approach:

e The third option is to set up a third relation R for the purpose of cross-referencing the
primary keys of the two relations S and T representing the entity types.

e As we will see, this approach is required for binary M:N relationships.

e The relation R is called a relationship relation (or sometimes a lookup table), because each
tuple in R represents a relationship instance that relates one tuple from S with one tuple
from T.

e The relation R will include the primary key attributes of Sand T as foreign keys to SandT.

e The primary key of R will be one of the two foreign keys, and the other foreign key will be
a unique key of R.

Step 4: Mapping of Binary 1:N Relationship Types

e For each regular binary 1:N relationship type R, identify the relation S that represents the
participating entity type at the N-side of the relationshiptype.

e Include as foreign key in S the primary key of the relation T that represents the other entity
type participating in R; we do this because each entity instance on the N-side is related to at
most one entity instance on the 1-side of the relationshiptype.

e Include any simple attributes (or simple components of composite attributes) of the 1:N
relationship type as attributes of S.

Step 5: Mapping of Binary M:N Relationship Types

e For each binary M:N relationship type R, create a new relation S to represent R.

e Include as foreign key attributes in S the primary keys of the relations that represent the
participating entity types; their combination will form the primary key of S.Also include any
simple attributes of the M:N relationship type (or simple components of composite
attributes) as attributes of S.

¢ Notice that we cannot represent an M:N relationship type by a single foreign key attribute
in one of the participating relations (as we did for 1:1 or 1:N relationship types) because of
the M:N cardinality ratio; we must create a separate relationship relation S.

Step 6: Mapping of Multi-valued Attributes

e For each multi-valued attribute A, create a new relation R.

e Thisrelation R will include an attribute corresponding to A, plus the primary key attribute
K—as a foreign key in R—of the relation that represents the entity type or relationship type
that has A as a multi-valued attribute.

e The primary key of R is the combination of A and K. If the multi-valued attribute is
composite, we include its simple components.

Step 7: Mapping of N-ary Relationship Types

e For each n-ary relationship type R, where n > 2, create a new relation S to represent R.

e Include as foreign key attributes in S the primary keys of the relations that represent the
participating entity types.
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e Also include any simple attributes of the n-ary relationship type (or Step 7: Mapping of N-
ary Relationship Types)
Step 8: Options for Mapping Specialization or Generalization
e Convert each specialization with m subclasses {S1, S2, ..., Sm} and (generalized) superclass
C, where the attributes of C are {k, al, ...an} and k is the (primary) key, into relation schemas
using one of the following options:
e Option 8A: Multiple relations—superclass and subclasses
v Create a relation L for C with attributes Attrs(L) = {k, al, ..., an} and PK(L) = k. Create
a relation Li for each subclass Si, 1 <i <m, with the attributes Attrs(Li) = {k} v
{attributes of Si} and PK(Li) = k.
v This option works for any specialization (total or partial, disjoint or overlapping).
e Option 8B: Multiple relations—subclass relationsonly
v Create a relation Li for each subclass Si, 1 <i <m, with the attributes Attrs(Li) =
{attributes of Si} u {k, a1, ..., an} and PK(Li) = k.
v' This option only works for a specialization whose subclasses are total (every entity in
the superclass must belong to (at least) one of the subclasses).
v' Additionally, it is only recommended if the specialization has the disjointedness
constraint. If the specialization is overlapping, the same entity may be duplicated in
several relations.

e Option 8C: Single relation with one type attribute.
v Create a single relation L with attributes Attrs(L) = {k, a1, ..., an} u {attributes of S1}

U ... U {attributes of Sm} U {t} and PK(L) = k.

v' The attribute t is called a type (or) discriminating) attribute whose value indicates
the subclass to which each tuple belongs, ifany.

v' This option works only for a specialization whose subclasses are disjoint, and has the
potential for generating many NULL values if many specific attributes exist in the
subclasses.

e Option 8D: Single relation with multiple type attributes.

v' Create a single relation schema L with attributes Attrs(L) = {k, al, ..., an} u {attributes
of S1} v ... u {attributes of Sm} u {t1, t2, ..., tm} and PK(L) = k.

v' Eachti, 1 < i <l m, is a Boolean type attribute indicating whether a tuple belongs
to subclass Si.

v' This option is used for a specialization whose subclasses are overlapping (but will also
work for a disjoint specialization).

Step 9: Mapping of Shared Subclasses (Multiple Inheritance)
e A shared subclass is a subclass of several superclasses, indicating multiple inheritance.
e These classes must all have the same key attribute; otherwise, the shared subclass would be
modeled as a category (union type) as we discussed in Section 8.4.
e We can apply any of the options discussed in step 8 to a shared subclass, subject to the

restrictions discussed in step 8 of the mapping algorithm.
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Step 10: Mapping of Union Types (Categories)

For mapping a category whose defining superclasses have different keys, it is customary to
specify a new key attribute, called a surrogate key, when creating a relation to correspond
to the category.

The keys of the defining classes are different, so we cannot use any one of them exclusively
to identify all entities in the category.

Correspondence between ER and Relational Models

ER MODEL RELATIONAL MODEL

Entity type Entity relation

1:1 or 1:N relationship type Foreign key (or relationship relation)
M:N relationship type Relationship relation and two foreign keys
n-ary relationship type Relationship relation and n foreign keys
Simple attribute Attribute

Composite attribute Set of simple component attributes
Multivalued attribute Relation and foreign key

Value set Domain

Key attribute Primary (or secondary) key

Functional Dependencies

What is Functional Dependency? (Or) Explain the concept of functional dependency in detail.

Functional Dependency is a relationship that exists between multiple attributes of a
relation.

This concept is given by E. F.Codd.

Functional dependency represents a formalism on the infrastructure of relation.

Itis a type of constraint existing between various attributes of a relation.

It is used to define various normal forms.

These dependencies are restrictions imposed on the data in database.

If P is arelation with A and B attributes, a functional dependency between these two
attributes is represented as {A — B}.

It specifies that,

It is a determinant set.

B It is a dependent attribute.

A functionally determines B.
{A — B} ] )
B is a functionally dependent on A.

Each value of A is associated precisely with one B value. A functional dependency is trivial
if B is a subset of A.
'A' Functionality determines 'B' {A — B} (Left hand side attributes determine the values of
Right hand side attributes).

(Or)
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e Functional dependency (FD) is a set of constraints between two attributes in a relation.
Functional dependency says that if two tuples have same values for attributes Al, A2,...,
An, then those two tuples must have to have same values for attributes B1, B2, ..., Bn.

e Functional dependency is represented by an arrow sign (—) that is, X—Y, where X
functionally determines Y. The left-hand side attributes determine the values of attributes
on the right-hand side.

Design goals

e Avoid redundant data.

e Ensure that relationships among attributes are represented.

e Facilitate the checking of updates for violation of database integrity constraints.

For example: <Employee> Table

Empld EmpName

e Inthe above <Employee> table, EmpName (employee name) is functionally dependent on
Empld (employee id) because the Empld is unique for individual names.
e The Empld identifies the employee specifically, but EmpName cannot distinguish the
Empld because more than one employee could have the same name.
e The functional dependency between attributes eliminates the repetition of information.
e ltisrelated to a candidate key, which uniquely identifies a tuple and determines the value
of all other attributes in the relation.
Types of Dependency
e Full Functional Dependencies
v Inarelation R, X and Y are attributes. X functionally determines Y (X — Y). subset of
X should not functionally determine Y
Student no — Marks «— course_no
In the above example marks is fully functionally dependent on student_no and
course_no together and not on subset of student_no, course_no.
e Partial Dependencies
v/ Attribute Y is partially dependent on attribute X only if it is dependent on a subset of
attribute X.
For example course_name, Instructor_name are partially dependent on composite
attributes (student_no, course_no} beacuase course_no only defines course_name,
Instructor_name.
e The main characteristics of functional dependencies
v' Have a one-to-one relationship between attributes on the left-and right-hand side of
a dependency is nontrivial.
v' A dependency is trivial if and only if, the right-hand side is a subset of the leftside.
Properties of Functional Dependencies (Or) Inference rules for Functional Dependencies
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Armstrong's Axioms

Armstrong's Axioms is a set of rules.

It provides a simple technique for reasoning about functional dependencies.

It was developed by WilliamW. Armstrong in 1974.

It is used to infer all the functional dependencies on a relational database.

If Fis a set of functional dependencies then the closure of F, denoted as F*, is the set of all
functional dependencies logically implied by F.

Armstrong's Axioms are a set of rules, that when applied repeatedly, generates a closure of
functional dependencies.

Various Axioms Rules
A. Primary Rules

Rule 1

Reflexivity Rule
If A is a set of attributes and B is a subset of A, then AholdsB. { A— B}

Rule 2 If A hold B and C is a set of attributes, then AC holds BC. {AC — BC}

Augmentation Rule

It means that attribute in dependencies does not change the basic dependencies.

Rule 3

Transitivity Rule
If A holds B and B holds C, then A holds C.
If {A — B} and {B — C}, then {A —C}
A holds B {A — B} means that A functionally determines B.

B. Secondary Rules

Union

Rule 1 If A holds B and A holds C, then A holds BC.
If{A — B} and {A — C}, then {A — BC}

Decomposition

Rule 2 If A holds BC and A holds B, then A holds C.
If{A — BC} and {A — B}, then {A — C}

Pseudo Transitivity

Rule 3 If A holds B and BC holds D, then AC holds D.

If{A — B} and {BC — D}, then {AC — D}

Sometimes Functional Dependency Sets are not able to reduce if the set has following
properties,

The Right-hand side set of functional dependency holds only one attribute.

The Left-hand side set of functional dependency cannot be reduced, it changes the entire
content of the set.

Reducing any functional dependency may change the content of the set.

A set of functional dependencies with the above three properties are also called

as Canonical or Minimal.
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Trivial Functional Dependency
If A holds B {A — B}, where B is a subset of A, then it is called
a Trivial Functional Dependency. Trivial always holds

Trivial
Functional Dependency.

If A holds B {A — B}, where B is not a subset A, then it is called

Non-Trivial - .
as a Non-Trivial Functional Dependency.

Completely If A holds B {A — B}, where A intersect Y = @, it is called as
Non-Trivial a Completely Non-Trivial Functional Dependency.

Advantages of Functional Dependency
e Functional Dependency avoids data redundancy where same data should not be repeated
at multiple locations in same database.
e It maintains the quality of data in database.
e Itallows clearly defined meanings and constraints of databases.
e It helps in identifying bad designs.
e It expresses the facts about the database design.

Example 1:
Consider relation E = (P, Q, R, S, T, U) having set of Functional Dependencies (FD).
P—-Q P—-R

QR — S Q—-T

QR—-U PR —-U

Calculate some members of Axioms are as follows,
1.P—>T

2.PR— S

3.QR — SU
4, PR — SU

Solution:

1L.P->T

In the above FD set, P - Qand Q — T

So, Using Transitive Rule: If {A — B} and {B — C}, then {A — C}
“~IfP—-Qand Q —» T,thenP — T.

P—->T

2.PR—S

In the above FD set, P — Q

As, QR — S

So, Using Pseudo Transitivity Rule: If {A — B} and {BC — D}, then {AC — D}
» IfP— Q and QR — S, then PR — S.

PR — S
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3.QR - SU
In above FD set, QR — Sand QR — U
So, Using Union Rule: If {A — B} and {A — C}, then {A — BC}
» If QR — S and QR — U, then QR — SU.
QR — SU
4. PR — SU
So, Using Pseudo Transitivity Rule: If {A — B} and {BC — D}, then {AC — D}
» IfPR —- Sand PR — U, then PR — SU.
PR — SU
Example 2:
Let us consider the example of schema R = (A, B, C, G, H, I) and the set F of functional
dependencies {A—-B,A— C,CG - H,CG — |,B — H}.
We list several members of F+ here:

e A — H. Since A — B and B — H hold, we apply the transitivity rule. Observe that it was
much easier to use Armstrong’s axioms to show that A — H holds than it was to argue
directly from the definitions, as we did earlier in this section.

e CG — HI. Since CG — H and CG — I, the union rule implies that CG —HlI.

e AG — I. Since A—»C and CG — I, the pseudotransitivity rule implies that AG — | holds.

e Another way of finding that AG —I holds is as follows: We use the augmentation rule on
A—C to infer AG — CG. Applying the transitivity rule to this dependency and CG —I, we
infer AG —I.

Non-loss Decomposition
Explain in detail about non-loss decomposition and functional dependencies.

What is Decomposition?
e Decomposition is the process of breaking down in parts or elements.
e It replaces arelation with a collection of smaller relations.
e It breaks the table into multiple tables in a database.
e It should always be lossless, because it confirms that the information in the original relation
can be accurately reconstructed based on the decomposed relations.
e If there is no proper decomposition of the relation, then it may lead to problems like loss of
information.
Properties of Decomposition
The following are the properties of decomposition,
1. Lossless Decomposition
2. Dependency Preservation
3. Lack of Data Redundancy
1. Lossless Decomposition
[0 Decomposition must be lossless. It means that the information should not get lost from the
relation that is decomposed.
[1 It gives a guarantee that the join will result in the same relation as it was decomposed.
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Example:
e Let's take 'E' is the Relational Schema, With instance 'e'; is decomposed into: E1, E2, E3, . . ..
En; With instance: el, e2,e3,....en, Ifel » e2 x e3....x en, then it is called as "Lossless
Join Decomposition’.
(1 In the above example, it means that, if natural joins of all the decomposition give the
original relation, then it is said to be lossless join decomposition.
Example: <Employee_Department> Table

Eid | Ename | Age City Salary | Deptid DeptName
E001| ABC 29 Pune 20000 | D001 Finance
E002 | PQOR 30 Pune 30000 | D002 Production
EO003 | LMN 25 | Mumbai 5000 D003 Sales
E004 | XYZ 24 | Mumbai 4000 D004 Marketing
EO05| STU 32 | Bangalore | 25000 | D005 Human Resource

[0 Decompose the above relation into two relations to check whether decomposition is
lossless or lossy.
1 Now, we have decomposed the relation that is Employee and Department.
Relation 1: <Employee> Table

Eid Ename Age City Salary
E001 ABC 29 Pune 20000
E002 PQR 30 Pune 30000
E003 LMN 25 Mumbai 5000
E004 XYZ 24 Mumbai 4000
EO05 STU 32 Bangalore 25000

Employee Schema contains (Eid, Ename, Age, City, Salary).
Relation 2: <Department> Table

Deptid Eid DeptName
D001 E001 Finance
D002 E002 Production
D003 E003 Sales
D004 E004 Marketing
D005 EO005 Human Resource

[0 Department Schema contains (Deptid, Eid, DeptName).
(1 So, the above decomposition is a Lossless Join Decomposition, because the two relations
contains one common field that is 'Eid' and therefore join is possible.
1 Now apply natural join on the decomposed relations.
Employee » Department

Eid | Ename | Age City Salary | Deptid DeptName
E001 | ABC 29 Pune 20000 | D001 Finance
E002 | PQR 30 Pune 30000 | D002 Production
E003 | LMN 25 | Mumbai 5000 D003 Sales
E004 | XYZ 24 | Mumbai | 4000 D004 Marketing
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| E005| STU | 32 | Bangalore | 25000 | D005 | Human Resource |

Hence, the decomposition is Lossless Join Decomposition.

0 If the <Employee> table contains (Eid, Ename, Age, City, Salary) and <Department> table
contains (Deptid and DeptName), then it is not possible to join the two tables or relations,
because there is no common column between them. And it becomes Lossy Join
Decomposition.

2. Dependency Preservation

[1 Dependency is an important constraint on the database.

[1 Every dependency must be satisfied by at least one decomposed table.

e If {A — B} holds, then two sets are functional dependent. And, it becomes more useful for
checking the dependency easily if both sets in a same relation.

[0 This decomposition property can only be done by maintaining the functional dependency.

0 Inthis property, it allows to check the updates without computing the natural join of the
database structure.

3. Lack of Data Redundancy

(1 Lack of Data Redundancy is also known as a Repetition of Information.

[0 The proper decomposition should not suffer from any data redundancy.

[0 The careless decomposition may cause a problem with the data.

[1 The lack of data redundancy property may be achieved by Normalization process.

Normalization

Explain in detail about normalization. (Or) What are Normal Forms? Explain the types of
normal forms with an example. (Nov/Dec 2014) (Or) State the need for normalization of a
database and explain the various forms with suitable examples. (April/May 2015) (Or) Explain
first normal form, second normal form, third normal form and BCNF with an example.
(Nov/Dec 2016) (Or) What is database Normalization? Explain first normal form, second normal
form, third normal form with an example. (April/May 2018) (Or) Give an example of a relation
that is in 3NF but not in BCNF. How will you convert that relation into BCNF. (Nov/Dec 2018)

[0 Normalization is a process of organizing the data in the database.

[ Itis a systematic approach used to minimize the redundancy from a relation or set of
relations.

[ Itis used to avoid / eliminate data redundancy, insertion anomaly, update anomaly &
deletion anomaly.

[0 It was developed by E. F. Codd.

(Or)

e —Normalization is a process of designing a consistent database by minimizing redundancy
and ensuring data integrity through decomposition which is lossless.|

[1 The goal is to generate a set of relation schemas that allows us to store information without
unnecessary redundancy, yet also allows us to retrieve information easily.

[1 The approach is to design schemas that are in an appropriate normal form.
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[0 To determine whether a relation schema is in one of the desirable normal forms, we need

additional information about the real-world enterprise that we are modeling with the
database.
[1 The most common approach is to use functional dependencies.
(1 It is a multi-step process that puts data into tabular form, removing duplicated data from
the relation tables.
[ Itis also called as Canonical Synthesis.
1 Normalization is used for mainly two purposes,
v' Eliminating reduntant (useless) data.
v" Ensuring data dependencies make sense i.e data is logically stored.
Features of Normalization
[0 Normalization avoids the data redundancy.
It is a formal process of developingdata structures.

[1 It promotes the data integrity.
[0 Itensures data dependencies make sense that means data is logically stored.
[0 It eliminates the undesirable characteristics like Insertion, Updation and Deletion

Anomalies.
Anomalies in DBMS
e There are three types of anomalies that occur when the database is not normalized. These
are — Insertion, update and deletion anomaly.

emp_id emp_name | emp_address | emp_dept
101 Rick Delhi D001
101 Rick Delhi D002
123 Maggie Agra D890
166 Glenn Chennai D900
166 Glenn Chennai D004

Update Anomaly:

00 Inthe above table we have two rows for employee Rick as he belongs to two departments
of the company.

[ If we want to update the address of Rick then we have to update the same in two rows or
the data will become inconsistent.

00 If somehow, the correct address gets updated in one department but not in other then as
per the database, Rick would be having two different addresses, which is not correct and
would lead to inconsistent data.

Insert Anomaly:

e Suppose a new employee joins the company, who is under training and currently not
assigned to any department then we would not be able to insert the data into the table if
emp_dept field doesn’t allow nulls.
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Delete Anomaly:

[1 Suppose, if at a point of time the company closes the department D890 then deleting the

rows that are having emp_dept as D890 would also delete the information of employee

Maggie since she isassigned only to this department.

First, Second, Third Normal Forms

Types of Normalization
To overcome these anomalies we need to normalize the data.

Normal Form Description

INF A relation is in INF if it contains an atomic value.

2NF A relation will be in 2NF if it is in INF and all non-key attributes are fully
functional dependent on the primary key.

3NF A relation will be in 3NF if it is in 2NF and no transition dependency
exists.

ANF A relation will be in 4NF if it is in Boyce Codd normal form and has no
multi-valued dependency.

5NF A relation is in 5NF if it is in 4NF and not contains any join dependency
and joining should be lossless.

(Or)

Following are the types of Normalization:
[ First Normal Form

O 0o oo O

Second Normal Form

Third Normal Form

Fourth Normal Form

Fifth Normal Form

BCNF (Boyce — Codd Normal Form)

1 DKNF (Domain Key Normal Form)
1. First Normal Form (1INF)
[0 First Normal Form (1NF) is a simple form of Normalization.
[ It simplifies each attribute in arelation.
[ In INF, there should not be any repeating group of data.
[0 Each set of column must have a unique value.
[0 It contains atomic values because the table cannot hold multiple values.

Rules of First Normal Form
[0 For atable to be in the First Normal Form, it should follow the following 4 rules:

v
v
v
v

It should only have single (atomic) valued attributes/columns.
Values stored in a columnshould be of the same domain

All the columns in a table should have unique names.

And the order in which data is stored, does notmatter.

Example: Employee Table

ECode Employee_Name Department_Name
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1 ABC Sales, Production

2 POR Human Resource

3 XYZ Quality Assurance, Marketing

Employee Table using 1NF
ECode Employee_Name Department_Name

1 ABC Sales
1 ABC Production
2 PQR Human Resource
3 XYZ Quality Assurance
3 XYZ Marketing

2. Second Normal Form (2NF)
(1 In 2NF, the table is required in 1NF.
(1 The main rule of 2NF is, 'No non-prime attribute is dependent on the proper subset of any
candidate key of the table.’
[0 An attribute which is not part of candidate key is known as non-prime attribute.

Example: Employee Table using 1NF

ECode Employee_Name Employee_Age
1 ABC 38
1 ABC 38
2 PQR 38
3 XYZ 40
3 XYZ 40

Candidate Key: ECode, Employee_Name
Non prime Attribute: Employee_Age
[1 The above table is in 1INF. Each attribute has atomic values.
[1 However, it is not in 2NF because non prime attribute Employee_Age is dependent on
ECode alone, which is a proper subset of candidate key.
[0 This violates the rule for 2NF as the rule says 'No non-prime attribute is dependent on the
proper subset of any candidate key of the table'.
2NF (Second Normal Form):

Employeel Table

ECode Employee_Age
1 38
2 38
3 40
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Employee 2 Table

U

ECode Employee_Name
1 ABC
1 ABC
2 PQOR
3 XYZ
3 XYZ

Now, the above tables comply with the Second Normal Form (2NF).

3. Third Normal Form (3NF)

U

U
U
U

Third Normal Form (3NF) is used to minimize the transitive redundancy.
In 3NF, the table is required in 2NF.
While using the 2NF table, there should not be any transitive partial dependency.
3NF reduces the duplication of data and also achieves the data integrity.
(Or)

A table is said to be in the Third Normal Form when,

v' Itis in the Second Normal form.

v'And, it doesn't have Transitive Dependency.

Example : <Employee> Table

Eld | Ename | DOB City State Zip

001 | ABC 10/05/1990 | Pune Maharashtra | 411038
002 | XYz 11/05/1988 | Mumbai | Maharashtra | 400007
In the above <Employee> table, Eld is a primary key but City, State depends upon Zip

code.
The dependency between Zip and other fields is called Transitive Dependency.
Therefore we apply 3NF. So, we need to move the city and state to the new

<Employee_Table2> table, with Zip as a Primary key.

<Employee_Tablel> Table

Eld Ename DOB Zip
001 ABC 10/05/1990 411038
002 XYZ 11/05/1988 400007
<Employee_Table2> Table
City State Zip
Pune Mabharashtra 411038
Mumbai Maharashtra 400007

U

U

The advantage of removing transitive dependency is, it reduces the amount of data
dependencies and achieves the data integrity.

In the above example, using with the 3NF, there is no redundancy of data while inserting
the new records.
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The City, State and Zip code will be stored in the separate table. And therefore the

updation becomes more easier because of no data redundancy.

4. BCNF (Boyce — Code Normal Form)

BCNF which stands for Boyce — Code Normal From is developed by Raymond F. Boyce
and E. F. Codd in1974.
BCNF is a higher version of 3NF.
It deals with the certain type of anomaly which is not handled by 3NF.
A table complies with BCNF if it is in 3NF and any attribute is fully functionally dependent
thatis A — B. (Attribute ‘A’ is determinant).
If every determinant is a candidate key, then it is said to be BCNF.
Candidate key has the ability to become a primary key. Itis a column in a table.
(Or)

Boyce and Codd Normal Form is a higher version of the Third Normal form.
This form deals with certain type of anomaly that is not handled by 3NF.
A 3NF table which does not have multiple overlapping candidate keys is said to be in
BCNF.
For a table to be in BCNF, following conditions must be satisfied:

v" R must be in 3rd Normal Form

v and, for each functional dependency ( X — Y ), X should be a super Key.

Example : <EmployeeMain> Table

Empid Ename DeptName DepType
E001 ABC Production D001
E002 XYZ Sales D002

The functional dependencies are:

Empid — EmpName

DeptName — DeptType
Candidate Key:

Empid
DeptName
[1 The above table is not in BCNF as neither Empid nor DeptName alone are keys.
[0 We can break the table in three tables to make it comply with BCNF.
<Employee> Table
Empid EmpName
E001 ABC
E002 XYZ
<Department> Table
DeptName DeptType
Production D001
Sales D002
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<Emp_Dept> Table

Empid DeptName
E001 Production
E002 Sales

Now, the functional dependencies are:
Empid — EmpName
DeptName — DeptType
Candidate Key:
<Employee> Table : Empid
<Department> Table : DeptType
<Emp_Dept> Table : Empid, DeptType
[0 So, now both the functional dependencies left side part is a key, so it is inthe BCNF.
5. Fourth Normal Form (4NF)

[0 Fourth Normal Form (4NF) does not have non-trivial multi-valued dependencies other
than a candidate key.

[0 4NF builds on the first three normal forms (1NF, 2NF and 3NF) and the BCNF.

[1 It does not contain more than one multi-valued dependency.

[0 This normal form is rarely used outside of academic circles.

Rules for 4th Normal Form

For a table to satisfy the Fourth Normal Form, it should satisfy the following two conditions:
(1 It should be in the Boyce-Codd Normal Form.
(1 And, the table should not have any Multi-valued Dependency.

For Example:

[1 A table contains a list of three things that is 'Student’, "Teacher’, 'Book’. Teacher is in charge
of Student and recommended book for each student.

[1 These three elements (Student, Teacher and Book) are independent of oneanother.

(1 Changing the student's recommended book, for instance, has no effect on the student itself.
This is an example of multi-valued dependency, where an item depends on more than one
value. In this example, the student depends on both teacher and book.

[0 Therefore, 4NF states that a table should not have more than one dependency.

6. Fifth Normal Form (5NF)

1 5NFis also knows as Project-Join Normal Form (PJ/NF).

[0 It is designed for reducing the redundancy inrelational databases.

(1 5NF requires semantically related multiple relationships, which are rare.

1 In 5NF, if an attribute is multivalued attribute, then it must be taken out as a separate
entity.

[0 While performing 5NF, the table must be in 4NF.
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7. DKNF (Domain Key Normal Form)

[0 DKNF stands for Domain Key Normal Form requires the database that contains no
constraints other than domain constraints and key constraints.
In DKNF, it is easy to build adatabase.
It avoids general constraints in the database which are not clear domain or key constraints.
The 3NF, 4NF, 5NF and BCNF are special cases of the DKNF.
It is achieved when every constraint on the relation is a logical consequence of the
definition.

[ I R N R B

Dependency Preservation
Explain in detail about dependency preservation.
[0 F'is aset of functional dependencies on schema R, but in general, However, it may be that .
00 If thisis so, then every functional dependency in F is implied by F', and if F' is satisfied,
then F must also be satisfied.

[0 A decomposition having the property that is a dependency-preserving decomposition.
Dependency Preservation
e A Decomposition D ={ RI, R2, R3...Rn } of Ris dependency preserving with respectto a
set F of Functional dependency if

(Flu F2U ... U Fm)+ = F+.
Consider a relation R
R ---> F{...with some functional dependency(FD)....}
R is decomposed or divided into R1 with FD { f1 } and R2 with { f2 }, then there can be three cases:
flUf2=F---- > Decomposition is dependency preserving.
f1 U f2 is a subset of F ----- > Not Dependency preserving.
f1 U f2 is a super set of F ----- > This case is not possible.
Problem:
Let a relation R (A, B, C, D ) and functional dependency {AB —> C, C—>D, D —> A}.
Relation R is decomposed into R1( A, B, C) and R2(C, D). Check whether decomposition is
dependency preserving or not.
Solution:
R1(A, B, C) and R2(C, D)
Let us find closure of F1 and F2
To find closure of F1, consider all combination of
ABC. i.e., find closure of A, B, C, AB, BCand AC
Note ABC is not considered as it is always ABC
closure(A) = { A} // Trivial
closure(B) = { B } // Trivial
closure(C) = {C, A, D} but D can't be in closure as D is not present R1.
={C. A}
C--> A // Removing C from right side as it is trivial attribute
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closure(AB) = {A, B, C, D}
={A, B, C}
AB --> C // Removing AB from right side as these are trivial attributes
closure(BC) = {B, C, D, A}
={A, B, C}
BC --> A // Removing BC from right side as these are trivial attributes
closure(AC) = {A, C, D}
AC --> D // Removing AC from right side as these are trivial attributes
F1{C--> A, AB-->C,BC--> A}.
Similarly F2 {C-->D }
In the original Relation Dependency { AB-->C,C-->D, D --> A}.
AB --> C is present in F1.
C --> D is present in F2.
D --> A'is not preserved.
F1 U F2isasubset of F. So given decomposition is not dependency preserving.
Dependency-Preserving Decomposition
[0 The dependency preservation decomposition is another property of decomposed
relational database schema D in which each functional dependency X -> Y specified in F
either appeared directly in one of the relation schemas R;in the decomposed D or could be
inferred from the dependencies that appear in some Ri.
1 Decomposition D = { R1, Ro, Rs,,.., ,Rm} of R is said to be dependency-preserving with
respect to F if the union of the projections of F on each R, in D is equivalent to F.
e In other words, R c join of Ry, R1 over X.
[1 The dependencies are preserved because each dependency in F represents a constraint on
the database.
[0 If decomposition is not dependency-preserving, some dependency is lost in the
decomposition.

Example:
Let arelation R(A,B,C,D) and seta FDsF={ A ->B, A->C , C->D} aregiven.
Arelation R is decomposed into -
Ri1=(A, B, C) withFDsF1={A->B, A->C}, and
R.=(C, D) with FDs F> = {C -> D}.
FF'=Fiu F,.={A->B,A->C,C->D}
so, F'=F.
And so, F'*= F+.
Thus, the decomposition is dependency preserving decomposition.
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Multi-valued Dependencies and Fourth Normal Form

What is Multi-valued Dependency?
A table is said to have multi-valued dependency, if the following conditions are true,

1.

For a dependency A — B, if for a single value of A, multiple value of B exists, then the table
may have multi-valued dependency.

Also, a table should have at-least 3 columns for it to have a multi-valueddependency.

And, for arelation R(A,B,C), if there is a multi-valued dependency between, A and B, then
B and C should be independent of each other.

If all these conditions are true for any relation(table), it is said to have multi-valued dependency.

0

To deal with the problem of BCNF, R. Fagin introduced the idea of multi-valued
dependency (MVD) and the fourth normal form (4NF).

A multi-valued dependency (MVD) is a functional dependency where the dependency may
be to a set and not just a single value.

It is defined as X —— Y in relation R (X, Y, Z), if each X value is associated with a set
of Y values in a way that does not depend on the Z values.

Here X and Y are both subsets of R. The notation X—— Y is used to indicate that a set of
attributes of Y shows a multi-valued dependency (MVD) on a set of attributes of X.

Join Dependencies and Fifth Normal Form

U
W

[

The anomalies of MVDs and are eliminated by join dependency (JD) and 5NF.

A join dependency (JD) can be said to exist if the join of R1and Rz over C is equal to
relation R.

Where, Ry and R> are the decompositions R1(A, B, C), and R, (C,D) of a given relations R (A,
B, C, D). Alternatively, Ri1and Rz is a lossless decomposition of R.

In other words, *(A, B, C, D), (C, D) will be a join dependency of R if the join of the join’s
attributes is equal to relation R. Here, *(R1, Rz, Rs, ....) indicates that relations R1, Rz, Rs and
so on are a join dependency (JD) of R.

Therefore, a necessary condition for a relation R to satisfy a JD *(R1, Ra,...., Rn) is that R.

Denormalization

What is Denormalization?

[

U
U
U

Denormalization is the process of increasing the redundancy in the database.

It is the opposite process of normalization.

It is mostly done for improving the performance.

It is a strategy that database managers use to increase the performance of a database
structure.

Denormalization adds redundant data normalized database for reducing the problems

with database queries which combine data from the various tables into a single table.

The process of adding redundant data to get rid of complex join, in order to optimize
database performance. This is done to speed up database access by moving from higher to
lower form of normalization.
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[0 Data is included in one table from another in order to eliminate the second table which

reduces the number of JOINS in a query and thus achieves performance.
Difference between Lossless Join Decomposition and Dependency Preservation
Decomposition
Lossless Join Decomposition
" The lossless join property is a feature of decomposition supported by normalization. It is
the ability to ensure that any instance of the original relation can be identified from
corresponding instances in the smaller relations.
R :relation, F : set of functional dependencies on R,
X,Y : decomposition of R
e A decomposition {R1, R2,..., Rn} of a relation R is called a lossless decomposition for R if
the natural join of R1, R2,..., Rn produces exactly the relation R.
"I A decomposition is lossless if we canrecover:
R(A, B, C) -> Decompose -> R1(A, B) R2(A, C) -> Recover -> R’(A, B, C)
Thus,R’ =R
" Decomposition is lossles if:
X NY -> X, that is: all attributes common to both X and Y functionally determine ALL the
attributes in X.
X NY ->Y, thatis: all attributes common to both X and Y functionally determine AL L the
attributes in Y
If X N'Y forms a superkey of either X or Y, the decomposition of R is a lossless
decomposition.
Dependency Preserving Decomposition
~ A decomposition D = {R1, R2, ..., Rn} of R is dependency-preserving with respect to F if the

union of the projections of F on each Ri in D is equivalent to F;
if (FIU F2U ...UFn)+=F +
7 Example-
R= (A, B, C)
F={A->B,B->C}
Key = {A}
Ris not in BCNF
Decomposition R1 = (A, B), R2 = (B, C)
R1 and R2 are in BCNF, Lossless-join decomposition, Dependency preserving
7 Each Functional Dependency specified in F either appears directly in one of the relations in
the decomposition.
~Itis not necessary that all dependencies from the relation R appear in some relation Ri.
©Itis sufficient that the union of the dependencies on all the relations Ri be equivalent to the
dependencies on R.
~is lost in the decomposition.
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Differences Between E-R Model and Relational Model
1 Difference between E-R Model and Relational Model in DBMS The basic difference
between E-R Model and Relational Model is that E-R model specifically deals with entities

and their relations. On the other hand, the Relational Model deals with Tables and relation
between the data of those tables.

2 An E-R Model describes the data with entity set, relationship set and attributes. However,
the Relational model describes the data with the tuples, attributes and domain of the
attribute.

3 One can easily understand the relationship among the data in E-R Model as compared to
Relational Model.

4. E-R Model has Mapping Cardinality as a constraint whereas Relational Model does not
have such constraint.

Example ER Diagrams

E-R Diagram for Restaurant Menu Ordering System

Draw E-R diagram for restaurant menu ordering System which will facilitate the food items
ordering and services within a restaurant. The entire restaurant scenario is detailed as
follows. The customer is able to view the food items menu, call the waiter place orders and
obtain the final bill through the computer kept in their table. The waiters through their
wireless tablet pc are able to initialize a table for customers control the table functions to
assist customers, orders send orders to food preparation staff (chef) and finalize the
customer bill. The food preparation staff with their touch display interfaces to the system,
are able to view orders sent to the kitchen by waiters. During preparation they are able to let
the waiter know the status of each item, and can send notification when items are completed.
The system should have full accountability and logging facilities, and should support
supervisor actions to account for exceptional circumstances, such as a meal being refunded or
walked out on? (April/May 2015)
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E-R Diagram for Banking Enterprise
Write short notes on ER diagram for banking enterprise. (Nov/Dec 2014) (Nov/Dec 2017)
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E-R Diagram for Hotel Management System
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E-R Diagram for Pharmacy Store Information
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E-R Diagram for Hospital Management System

Page|39




CS8492 - Database Management Systems (Regulation 2017)

Il Year / 1V Semester - CSE

Treatment

I quantity

o eo@ weaicine -~ cose )
>

Patient

date
discharged

Trainee

Permanent

E-R Diagram for Library Management System
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E-R Diagram for Airline Reservation System
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E-R Diagram for Marks Database
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E-R Diagram for University Database (April/May 2018)
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E-R Diagram for Online Bookstore
Draw an E-R diagram, which models an online bookstore.
a. List the entity sets and their primary keys.

b. Suppose the bookstore adds Blu-ray discs and downloadable video to its collection. The
same item may be presentin one or both formats, with differing prices. Extend the E-R diagram

to model this addition, ignoring the effect on shopping baskets.

c. Now extend the E-R diagram, using generalization, to model the case where a shopping

basket may contain any combination of books, Blu-ray discs, or downloadable video.
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Diagram for Car Rental Company (Nov/Dec 2015)
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Unit — I Relational

Databases

Purpose of Database System - Views of Data - Data Models - Database System Architecture -
Introduction to Relational Databases - Relational Model - Keys - Relational Algebra - SQL
Fundamentals - Advanced SQL Features - Embedded SQL- Dynamic SQL.

Introduction
1 Databasesand database technology have amajor impact on the growing use of computers.
[1 Databases play a critical role in almost all areas where computers are used, including business, electronic
commerce, engineering, medicine, genetics, law,educationand library science.
Database
What is Database?
[1 Adatabaseisacollectionofdataelements(facts)storedinacomputerinasystematicway.
(Or)
1 Thecollection of data, usually referred to as the database, contains information relevant to an enterprise.
[1 The computer program used to manage and query a database is known as a database management system
(DBMS).
1 ADatabase System (DBS) isa DBMS together with the dataand applications.
[1 DBMS: Asoftware package/systemthatcanbeusedtostore, manageandretrievedata form databases.
Database Management System (DBMS)
What is DBMS?
1 Adatabase-management system (DBMS) isacollectionofinterrelated dataandasetof programs to
access those data.
(1 Theprimary goal of a DBMS is to provide a way to store and retrieve database information that is both
convenient and efficient.
[1 Database systems are designed to manage large bodies of information.
1 Management of data involves both defining structures for storage of information and providing
mechanisms for the manipulation of information.

Features of Database:
[ Itisapersistent (stored) collection of related data.
(] Thedataisinput (stored) only once.
[1 Thedataisorganized (in some fashion).
[ Thedataisaccessible and canbe queried (effectively and efficiently).
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Functions of DBMS

1 ADBMSmakesitpossibleforuserstocreate, editandupdate dataindatabasefiles.
1 More specifically,a DBMS provides the following functions:
v Concurrency: concurrentaccess (meaning ‘at the same time') to the same database by multiple users
v Security: security rules to determine access rights of users
v" Backup and Recovery: processes to back-up the data regularly and recover data if a problem
occurs

v Integrity: database structure and rulesimprove the integrity of the data
v' Data Descriptions: adatadictionary provides a description of the data
Database-System Applications

Discuss various database system applications.
Databases are widely used. Some of the database applications are:
[1 Enterprise Information
v' Sales
e For customer, product, and purchase information.
v' Accounting
e For payments, receipts,  account balances,  assets and other accounting
information.
v Human Resources
e Forinformationaboutemployees, salaries, payroll taxes, and benefits, and for generation of
paychecks.
v Manufacturing
e For management of the supply chain and for tracking production of items in factories,inventories
ofitemsinwarehousesandstores,andordersforitems.
1 Banking and Finance
v' Banking
e  For customer information, accounts, loans, and banking transactions.
v' Credit Card Transactions
e Forpurchaseson creditcardsand generation of monthly statements.
v' Finance
e For storing information about holdings, sales, and purchases of financial instruments such as
stocks and bonds; also for storing real-time market data to enable online trading by customers and
automated trading by the firm.
1 Universities
[ For studentinformation, course registrations, and grades.
0 Airlines
1 For reservations and schedule information. Airlines were among the first to use databases ina
geographically distributed manner.
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(] Telecommunication

1 For keeping records of calls made, generating monthly bills, maintaining balances on prepaid calling
cards, and storing information about the communication networks.

Purpose of Database System

Explain in detail about the purpose of database systems.

[
[

Database systemsarose inresponse to early methods of computerized management of commercial data.
A database management system (DBMS) is a collection of programs that enables users to create and
maintain a database.
The DBMS is a general-purpose software system that facilitates the processes of defining,
constructing, manipulating, andsharing databasesamongvarioususersandapplications.
v Defining a Database
e It involves specifying the data types, structures, and constraints of the data to be stored in the
database.
e The database definition or descriptive information is also stored by the DBMS in the form of a
databasecatalogordictionary; itiscalledasameta-data.
v Constructing the Database
e ltistheprocessofstoringthedataonsomestoragemediumthatiscontrolled by the DBMS.
v" Manipulating a Database
¢ ltincludesfunctionssuchasqueryingthe database toretrieve specific data, updating the database
to reflect changes in the miniworld, and generating reports from thedata.
v Sharing a database
o Itallowsmultipleusersandprogramstoaccessthedatabasesimultaneously.
An application program accesses the database by sending queries or requests for data to the DBMS.
Aquery typicallycausessomedatatoberetrieved;atransaction maycausesomedatato be read and some
data to be written into the database.
Someotherimportantfunctionsprovidedbythe DBMSinclude protecting thedatabaseand
maintaining it over a long period of time.
Protection includes,
v’ System protection againsthardware or software malfunction (or crashes)
v’ Security protection against unauthorized or malicious access
A typical large database may have a life cycle of many years, so the DBMS must be able to maintain the
databasesystembyallowingthesystemtoevolveasrequirementschange over time.
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Figure: A Simplified Database System Environment

An Example
[1 Let us consider university database, which keeps information about all instructors, students, departments

and course offerings.
1 Onewaytokeeptheinformationonacomputeristostoreitinoperatingsystemfiles.
[1 Toallow users to manipulate the information, the system has a number of application programs that
manipulate the files, including programs to:
v Add new students, instructors, and courses
v' Register students for courses and generate class rosters
v' Assign grades to students, compute grade point averages (GPA), and generate transcripts
1 System programmerswrote these application programs to meet the needs of the university.
File Processing System
Explain in detail about file processing system.
1 Itissupported by aconventional operating system.
[ Thesystemstores permanentrecordsinvariousfiles, anditneeds differentapplication programsto extract
recordsfrom, and add recordsto, the appropriate files.
e Before database management systems (DBMS‘s) were introduced, organizations usually stored information in
such systems.

Disadvantages of File System over DBMS
1 FileProcessing System has a number of major disadvantages:

v Data Redundancy andInconsistency
v’ Difficulty in AccessingData
v' Data Isolation
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v"Integrity Problems
v Atomicity Problems
v Concurrent-Access Anomalies
v’ Security Problems
Data Redundancy and Inconsistency
7 Same information may be duplicated in several places.
[ All copies may not be updated properly.
] Filesthatrepresent the same data may become inconsistent.
Difficulty in Accessing Data
] File processing environments do not allow needed data to be retrieved ina convenientand efficient manner.
[ Mayhavetowriteanewapplication programto satisfyanunusual request.
] E.g.find all customers with the same postal code.
[ Could generate this data manually, butalong job.
Data Isolation
[ Becausedataarescatteredinvariousfiles,andfilesmaybe indifferentformats, writing new application
programs to retrieve the appropriate data is difficult.
Integrity Problems
] Thedatavaluesstored inthe database mustsatisfy certaintypes of consistency constraints.
] Theconstraints are enforced by adding appropriate code in programs.
7 Whennewconstraintsareaddeditisdifficultto change programstoenforce them.
Atomicity Problem
) Ifanyfailureoccursthedataistoberestoredtotheconsistentstate thatexistedpriorto failure.
] Itmust be atomic happen entirely or not atall.
[ Itisdifficultto ensure atomicity inaconventional file processing system.
Concurrent Access Anomalies
) For the overall performance of the system and faster response, many systems allow multiple usersto
update the data simultaneously.
7 Insuchanenvironment, interaction of concurrentupdates is possible and may resultin inconsistent data.
Security Problems
(] Notevery user of database system is allowed to access data.
(1 le.,Everyuserofthesystemshould beabletoaccess only the datatheyare permitted to see.
] Enforcing security constraint is difficult in file processing system.
File Systems vs Database Systems
1 DBMSareexpensivetocreateintermsof software, hardware, andtime invested.
] Thesolutioniscalled maintaining datainflatfiles. Sowhatis bad about flatfiles?
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Uncontrolled Redundancy

Inconsistent Data

Inflexibility

Limited Data Sharing

Poor Enforcement ofStandards
Low ProgrammerProductivity
Excessive Program Maintenance
Excessive Data Maintenance

AN N N NN R

<

File System

0

Datais stored in Different Files in forms of Records

(1 Theprogramsarewrittentime totime as per the requirement to manipulate the datawithin files.

v" Aprogram to debit and credit an account
v" Aprogram to find the balance of an account
v Aprogramto generate monthly statements

Advantages of DBMS

0

O O O

0

Improved security

Improved data integrity

Data consistency

Improved data accessibility and responsiveness
Increased concurrency

Improved backup and recovery services

Disadvantages of DBMS

°
[l
[l
[l

Cost of DBMS‘s
Complexity and Size
Higher impact of a failure
Performance

Characteristics of the Database Approach

Write down the characteristics of database approach.
[ Themaincharacteristics of the database approach versus the file-processing approach are the following:

v’ Self-describing nature of a database system

v'Insulation between programs and data, and data abstraction
v Support of multiple views of the data

v’ Sharing of data and multiuser transaction processing

Self-Describing Nature of a Database System
1 A fundamental characteristic of the database approach is that the database system contains not only the database

itself butalsoacomplete definition or description of the database structure and constraints.
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(1 This definition is stored in the DBMS catalog, which contains information such as the structure of eachfile, the
typeandstorage formatofeach dataitem, andvariousconstraints on the data.
(1 Theinformation stored in the catalog is called meta-data, and it describes the structure of the primary database.
Insulation between Programs and Data and Data Abstraction
1 In traditional file processing, the structure of data files is embedded in the application programs, so any
changesto the structure of a file may require changing all programs that access thatfile.
(1 Bycontrast, DBMSaccess programsdo notrequire such changesinmost cases.
(1 The structure of data files is stored in the DBMS catalog separately from the access programs.
Support of Multiple Views of the Data
(1 Adatabasetypicallyhasmanyusers,eachofwhommayrequireadifferentperspectiveor
view of the database.
1 Aviewmaybeasubsetofthe database oritmay contain virtual data thatisderivedfrom the database files
but is notexplicitly stored.

1 A multiuser DBMS whose users have a variety of distinct applications must provide facilities for defining
multiple views.

Sharing of Data and Multiuser Transaction Processing
1 Amultiuser DBMS, as itsname implies, must allow multiple users to access the database at the same time.
(1 Thisisessential if data for multiple applicationsis to be integrated and maintained ina single database.
[ The DBMS mustinclude concurrency control software to ensure that several users trying to update the same
data do so in a controlled manner so that the result of the updates is correct.
1 Atransactionisanexecuting programorprocess thatincludesoneormoredatabaseaccesses, such as reading or
updating of database records.

Database Terminologies
List out some of the terminologies used in database.

Some of the terminologies used in databases are, Database
v ltisacollection (or list) of information.

v’ Adatabase is comprised of one or more lists (called tables) of data organized by columns, rows and cells.
Tables

v' The view displays the database as a combination of rows (records) and columns (fields).
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v" The cells contain the bits and pieces of data for each record in each field.

v Thefirst row of a table is reserved for the field names.
Key
v' Akey is a logical value to access record in a table.
v A key that uniquely identifies arecordiscalled as primary key.
Field Names
v'Identify the different categories in a database.
v" The top row is reserved for field names.
v Examples of field names are First name, last name, address, city, state, zip, phone number.
Fields
v" It defines the categories ina database.
v' Fields are displayed incolumns.
v For Example, in a database, the zip field contains all the zip codes from each ofthe records.
v These are the bits and pieces of data.
Domain
v Domain refers to the possible values each field can contain.
v For example (marital status fieldsmay contain either marriedorunmarriedvalues.)
View
v’ ltisavirtual table made up of a subset of the actual tables.
Records
v' Thesearerelated information that is separated by columns or fields.
v A name and address are considered one record in the database.
v Asecond Name and address are a different record.
Constraints
v' Constraintsarethelogicrulesthatareusedtoensuredataconsistency oravoidcertain unacceptable operations
on the data.
Cells
v Theintersection of columnsand rows that contain the data foreach record
Index
v’ ltisthe part of the physical structure.
Data
v Alltherecordsof information inadatabase including the field names.
v’ Data + Field Names = Records
v" All Records = a Database
Information
v'Information is data that is processed to have a meaning.
NULL Value
v Afieldis said to be contain a null value when it contains nothing atall.
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Data Integrity

v'Itdescribes the accuracy, validity and consistency of data.
Database Normalization
v’ Itisatechnique that helps to reduce the occurrence of data anomalies and poor data integrity.
Objects
v Enablesyoutofind,view, displayandprintdatadifferently,based onyourneeds.
v The mostcommonly used objects are tables, queries, forms and reports.
= Tablesshowall records ina spreadsheet format.
= Queriesallow you to ask questions of the one or more tables and show only the information you
ask for.

= Formsdisplay one record at atime.
* Reportsgive and organize why of presenting information.
Views of Data

Briefly explain about views of data. (May/June 2016)
[1 Adatabasesystemisacollectionof interrelated dataand aset of programs that allow users to access and modify
these data.
1 Amajor purpose of adatabase systemistoprovide userswithan abstract view of the data.
(1 Thatis, the system hides certaindetails of howthe dataare storedand maintained.
Data Abstraction
1 Data abstraction generally refers to the suppression of details of data organization and storage, and the
highlighting oftheessential featuresforanimprovedunderstandingof data.
(1 Forthe system to be usable, it must retrieve data efficiently.
(1 Theneedforefficiencyhasled designerstouse complex datastructurestorepresentdatain the database.
e Since many database-system users are not computer trained, developers hide the complexity from users
through several levels of abstraction, to simplify user‘s interactions with the system:
[l Physical Level
v Thelowest level of abstraction describes how the dataare actually stored.
v’ Thephysical level describes complex low-level datastructures in detail.
[1 Logical Level
v The next-higher level of abstraction describes what data are stored in the database, and what
relationships exist among those data.
v Thelogical level thus describes the entire database interms of asmall number of relatively simple
structures.
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v" Although implementation of the simple structures at the logical level may involve complex physical-
level structures, the user of the logical level does notneed to be awareofthiscomplexity. Thisisreferred
toasphysical dataindependence.
v' Database administrators, who must decide what information to keep in the database, use the logical level of
abstraction.
typeinstructor =record
ID : char (5);
name :char (20);
dept name : char (20);
salary : numeric (8,2);
end;
v Thiscodedefinesanewrecordtype called instructor with fourfields.
v’ Each field has a name and a type associated with it.
[l View Level
v Thehighestlevel of abstraction describes only part of the entire database.
v’ Eventhoughthe logical level uses simpler structures, complexity remains because of the variety of
information stored in a large database.
v Many users of the database system do not need all this information; instead, they need to access only a
part of the database.

v Theviewlevel of abstractionexiststosimplify theirinteractionwith thesystem.
v" The system may provide many views for the same database.
view level
view 1 view 2 cee view n
|
logical
level
|
physical
level

Figure: The Three Levels of Data Abstraction
[ Auniversityorganization may have several suchrecord types, including
v department, with fields dept name, building, and budget
v’ course, with fields course id, title, dept name, and credits
v’ student, with fields ID, name, dept name, and tot cred
1 Atthe physical level, an instructor, department, or student record can be described as a block of consecutive
storage locations. The compiler hides this level of detail from programmers. Similarly, the database system hides
many of the lowest-level storage details from database programmers.
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Atthe logical level, each such record is described by a type definition, asinthe previous code segment, and the

interrelationship of these record types is defined as well. Programmers using a programming language work
atthislevel of abstraction.

Finally, at the view level, computer users see a set of application programs that hide details of the data types. Atthe
view level, several views of the database are defined, and a database user sees some or all of these views.
Inadditionto hiding details of the logical level of the database, the views also provide a securitymechanismto
preventusersfromaccessingcertainpartsofthedatabase.

Instances and Schemas

Write short notes on instance and schema.

1 Databases change over time as information is inserted and deleted.

(1 The collection of information stored in the database at a particular moment is called an
instance of the database.

1 Theoverall design of the database is called the database schema.

(1 Theconceptof database schemasand instances can be understood by analogy toaprogram written ina
programming language.

[1 A database schema corresponds to the variable declarations (along with associated type definitions) in a
program.

1 Eachvariable has a particular value at a given instant.

(1 Thevaluesof the variables in a program ata point in time correspond to an instance of a database schema.

[1 Database systemshave several schemas, partitioned according tothe levels of abstraction.

1 The physical schema describes the database design at the physical level, while the logical schema
describes the database design at the logical level.

1 Adatabase mayalsohave several schemasat the view level, sometimes called subschemas, that describe
different views of the database.

Data Models
Write short notes on data model and its types. (Nov/Dec 2014)

1 Acollection of conceptual tools for describing data, data relationships, data semantics and consistency
constraints.

(1 Adatamodel providesawaytodescribethe designofadatabaseatthe physical, logical, and view levels.

(Or)

1 Adata model isacollection of concepts that can be used to describe the structure of a database.

1 Italso includes a set of basic operations for specifying retrievals and updates on the database.

1 Thebasicoperations provided by the datamodel, include concepts in the datamodel to specify the dynamic

aspect orbehavior ofadatabase application.
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Categories of Data Models
[1 Datamodels can be categorized according to the types of concepts they use to describe the database structure.
1 High-level or conceptual data models provide concepts thatare close to the way many users
perceive Data.
[1 Low-level or physical data models provide concepts that describe the details of howdata is stored on the
computer storage media.
1 Representational (or implementation) data models, which provide concepts that maybe easily
understood by end users.
[1 Representational data models hide many details of data storage on disk but can be implemented ona
computer system directly.
(Or)
The data models can be classified into four different categories:
Relational Model
(1 Therelational model usesacollection of tables to represent both data and the relationships among those data.
Each table has multiple columns, and each column has a unique name. Tables are also known asrelations.
Therelational model isan example of arecord-based model.
Record-based models are so named because the database is structured in fixed-format records of severaltypes.
Each table contains records of a particular type.
Each record type defines a fixed number of fields, or attributes.
The columns of the table correspond to the attributes of the record type.
The relational data model is the most widely used data model, and a vast majorityof current database
systems are based on the relational model.
Entity-Relationship Model
(1 Theentity-relationship (E-R) datamodel usesacollection of basic objects, called entities, and relationships
among theseobjects.

O O 0O o-do o0 O

e Anentityisa—thinglor—objectlinthereal world thatisdistinguishable from other objects.
(1 Theentity-relationship model iswidely used in database design.

Object-Based Data Model
[1 Object-oriented programming (especially in Java, C++, or C#) has become thedominant software-development
methodology.
() This led tothe development of an object-oriented data model that can be seen as extending theE-Rmodelwith
notionsofencapsulation,methods (functions),andobjectidentity.
(1 The object-relational data model combines features of the object-oriented data model and relational datamodel.
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Semistructured Data Model

0

0

The semistructured data model permits the specification of data where individual data items of the same type
may have different sets of attributes.

This is in contrast to the data models mentioned earlier, where every data item of a particular type must
have the same set of attributes.

The Extensible Markup Language (XML) iswidely used to represent semistructured data.

Database Languages

Explain in detail about database languages.

0

Adatabase system providesa data-definition language to specify the database schemaand adata-
manipulation language toexpressdatabase queriesand updates.

Data-Manipulation Language

[

O O O o

[

A data-manipulation language (DML) is a language that enables users to access or manipulate
dataasorganized by the appropriate datamodel.
The types of access are:
v" Retrieval ofinformationstoredinthedatabase
v"Insertionof newinformation intothe database
v' Deletion of information from the database
v Modification of information stored in the database
There are basically two types:
v" Procedural DMLs require a user to specify what data are needed and how to get those data.
v" Declarative DMLs (also referred to as nonprocedural DMLSs) require a userto specify
what data are needed without specifying how to get those data.
Declarative DMLsare usually easier tolearnand use thanare procedural DMLSs.
A query isastatement requesting the retrieval of information.
TheportionofaDML thatinvolvesinformationretrievaliscalledaquerylanguage.
There are a number of database query languages in use, either commercially or experimentally.
We study the most widely used query language, SQL.

Data-Definition Language

0

We specify adatabase schema by a set of definitions expressed by a special language called a data-definition
language (DDL).

The DDL isalsoused to specify additional properties of the data.

We specify the storage structure and access methods used by the database system by a set of statementsinaspecial
typeof DDL calledadata storage and definition language.

These statements define the implementation details of the database schemas, which are usually hidden from the
users.

Thedatavaluesstoredinthe database mustsatisfy certain consistency constraints.
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(1 Forexample, suppose the university requiresthat the accountbalance of adepartment must never benegative.

(1 The DDL provides facilities to specify such constraints.
(1 Ingeneral,aconstraintcan beanarbitrary predicate pertaining to the database.
Domain Constraints
(1 Adomain of possible values must be associated with every attribute (for example, integer types, character types,
date/time types).
(1 Declaring an attribute to be of a particular domain acts as a constraint on the values that it can take.
(1 Domainconstraints are the most elementary form of integrity constraint.
[1 Theyaretestedeasilybythesystemwheneveranewdataitemisenteredintothedatabase.
Referential Integrity
[1 There are cases where we wish to ensure that a value that appears in one relation for a given set of attributes
also appears in a certain set of attributes in another relation (referential integrity).
(1 Forexample,thedepartmentlistedforeachcourse mustbe onethatactually exists.
(1 Moreprecisely,thedept name valueinacourse record mustappear inthe dept name attribute of some record of
the department relation.
1 Database modifications can cause violations of referential integrity.
(1 Whenareferential-integrity constraintisviolated, the normal procedure istorejectthe action thatcaused the
violation.
Assertions
(1 Anassertionisany condition that the database mustalways satisfy.
(1 Domainconstraintsandreferential-integrityconstraintsarespecialformsofassertions.
(1 However,therearemany constraintsthatwe cannotexpressbyusingonlythesespecial forms.
e Forexample, —Every department must have at least five courses offered every semesterl must be expressed as
an assertion.
(1 Whenanassertion is created, the system tests it for validity.
1 Iftheassertionisvalid, thenany future modification to the database isallowed only if it does not cause that
assertion to be violated.
Authorization
(1 We may want to differentiate among the users as far as the type of access they are permitted on various
data values in the database.
1 These differentiations are expressed in terms of authorization.
v Read Authorization - Itallowsreading, butnotmodification of data.
v' Insert Authorization - Itallows insertion of new data, but not modification of existing data
v' Update Authorization- Itallowsmodification, butnotdeletion of data.
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v" Delete Authorization - It allows deletion of data.

Database Designers

0

Database designers are responsible for identifying the data to be stored in the database and for choosing
appropriate structures to represent and store this data.

These tasks are mostly undertaken before the database is actually implementedand populated with data.

It is the responsibility of database designers to communicate with all prospective database users in order to
understandtheirrequirementsandto createadesignthatmeetsthese requirements.

Database Design for a University Organization

[
[

Let us examine how a database for a university could be designed.

The university is organized into departments. Each department is identified by a unique name (dept name), is
located in a particular building, and has a budget.

Each department has a list of courses it offers. Each course has associated with ita course id, title, dept name, and
credits, and may also have associated prerequisites.

Instructors are identified by their unique ID. Each instructor has name, associated department (dept
name), andsalary.

Students are identified by their unique ID. Each student has a name, an associated major department (dept
name), and tot cred (total credithoursthe studentearned thusfar).

The university maintains a list of classrooms, specifying the name of the building, room number, and room
capacity.

The university maintains alist of all classes (sections) taught. Each section isidentified by a course id, sec id, year,
and semester, and has associated with it a semester, year, building, room number, and time slot id (the
time slot when the class meets).

The department has a list of teaching assignments specifying, for each instructor, the sections the instructor is
teaching.

The university has a list of all student course registrations, specifying, for each student, the courses and the
associated sectionsthatthe studenthastaken (registeredfor).

Record Based Data Models

Relational Data Model

[

O O O o

The relational model uses a collection of tables to represent both data and the relationships among those
data.
Eachtable has multiple columns, and each column has a unique name.

The data is arranged inarelation which is visually represented in atwo dimensional table.
The datais inserted into the table in the form of tuples (which are nothing butrows).

Atupleisformedby one or more thanone attributes, whichare used as basic building blocks in the formation
of various expressions that are used to derive meaningful information.
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(1 The relational model is implemented in databasewhere,

v Arelation is represented by atable.
v Atuple is represented by a row.
v" An attribute is represented by a column of thetable.
v’ Attributenameisthenameofthecolumnsuchas_identifier*,_name‘,_city*etc.,
v' Attribute value contains the value for columnin the row.
1 Itis example for record based model because the database is structured in fixed format records of several

types.
Table name
attributes column
Column name K‘ l
students siD SName SAge SClass SSection

101 Alex 14 9 A
1 Alex 444123 3 Tuple / Row 1102 Maria 15 9 A
> Ay | e 1103 Maya 14 10 B
— 1104 Bob 14 9 A

3 PRREr | 414259 L yrable / Relation /
4 Shon 456785 tup\e 1105 Newton 15 10 B

Attribute / Column p/

table (relation)

Figure: Relational Model

Network Data Model
1 Innetwork model the data are represented by collection of records and their relationship is represented by links.
1 Network database consists of collection of records connected to one another through links.
[1 Eachrecordisacollectionoffieldsor attributes & each of which contain only onedata value.
(1 Alinkisanassociated between two records.
Example:
Customer record is defined as,
Type customer = record
Customer_name:string;
Customer_street:string;
Customer _city:string;
End
1 Account records is defined as,
Type account = record
Acc_number : string;
Balance :integer;
End
(1 Innetwork model the two records are represented as,
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Figure: Network Model
Hierarchical Data Model

(1 Hierarchical model consists of a collection of records that are connected to each other through links records

are organized as a collection of trees.

(1 The hierarchical database model looks like an organizational chart or a family tree. It has a single root segment

(Employee) connected to lower level segments (Compensation,Job Assignments and Benefits).

[1 Eachsubordinate segmentinturn, may connectto other subordinate segments.
1 Here,compensation connectsto Performance Ratings and Salary History.
1 Benefits connect to Pension, Life Insurance and Health.
[1 Eachsubordinate segment is the child of the segment directly above it.
FIRST
CHILD
SECOND ] Performance Salary
CHILD Ratings 4 History ] Insurance

|4

Figure: A Hierarchical data model for Human Resource System
Object-Oriented Data Model / Object Based Data Model
[ Thedataisstored in the form of objects, which are structures called classes that display the data within.
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The fields are instances of these classes.

Object oriented data model is extending the E-R model with notions of encapsulation, methods and object
identity.

Object oriented data model also supports a rich type system including structured and collection types.
Object relational data model, a data model that combines features of the object-oriented data model and
relational data model.

Semi-structured Data Model
1 Semi structured data models permit the specification of data where individual data items of the same

type may have different sets of attributes.
(1 This is in contrast with the data models mentioned earlier, where every data item of a particular type must
have the same set of attributes.

O ™

O

1 The extensible markup language (XML) iswidely used to represent semi-structured data.
Database System Architecture
With help of a neat block diagram explain the basic architecture of a database management

system. (Nov/Dec 2015) (Or) Briefly explain about database system architecture.
(May/June 2016) (Or) State and explain the architecture of DBMS. (Nov/Dec 2017)
[1 Thearchitecture ofadatabase systemisgreatly influenced by the underlyingcomputer system on which the
database system runs.
[1 Database systems can be centralized, or client-server, where one server machine executes work on behalf of
multiple client machines.
Components of DBMS
Explain the components of database in detail.
1 Databasesystemispartitioned into modulesthatdeal with each ofthe responsibilities of the overallsystem.
(1 The functional components of the database system are,

v' Storage Manager
v Query Processor
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Figure: Database System Structure
Storage Manager

e Itisacomponent of database system that provides the interface between the low- level data stored in
the database and theapplication programs and queries submitted to thesystem.
e Itisresponsible for the interaction with the file manager.
e Therawdataarestoredonthediskusingthefilesystemprovidedbytheoperatingsystem.
e Thestorage manager translates the various DML statements into low-level file-system commands.
e The components of storage manager are,
v Authentication & Integrity Manager
v" File Manager
v' Buffer Manager
v Transaction Manager
Authorization & Integrity Manager
(1 Ittests for satisfaction of integrity constraints and checks the authority of users to access data.
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File Manager
1 Itmanagestheallocation of space on disk storage and the data structures used torepresent information stored on

disk.

Buffer Manager
1 Itisresponsibility for fetching data from disk storage to main memory &deciding what data to cache in
main memory.
Transaction Manager
1 Itensures that database remains in a consistent state despite system failure andthe concurrent transaction
executions proceed without conflicting.
[1 Itconsists of the concurrency control manager and the recovery manager.
(1 The Four Properties of Transactions are,
v Atomicity
e This means that either all of the instructions within the transaction will be reflected in the
database, or none of them will be reflected.
v" Consistency
e If we execute a particular transaction in isolation or together with other transaction, (i.e.
imagine in a multi-programming environment), the transaction will yield the same
expected result.
v' Isolation
e Incase multiple transactions are executing concurrently and trying to access a sharable resource at
the same time, the system should create an ordering in their execution so that they should not
createany anomaly in the value stored at the sharableresource.
v' Durability
e |tstatesthat once atransaction has been completed, the changes it has made should be permanent.
(1 Thestorage manager implements several datastructure such aspart of the physical system implementation:,
v' Data Files — Stores the database itself.
v’ Data Dictionary - Stores the metadata about the structure of the database (i.e) Schema of the
database.

v Indices- Itprovides fastaccessto dataitems. The Database provides pointersto those data items that
hold a particular index value.

Query Processor
(1 Ithelpsthe database system to simplify and facilitate access to data components of query processor.

(] The Components of query processor includes:
v DDL Interpreter
v" DML Compiler
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v Query Optimization
v Query EvaluationEngine

DDL Interpreter
(1 Interprets DDL statementsandrecordsthedefinitionsindatadictionary.
DML Compiler
[1 Translates ~ DML statements into an evaluation  plan consisting of low-level

instruction that the query evaluation engine understands.
1 It also performs query optimization (i.e) it picks the lowest cost evaluation plan from among the alternates.
Query Evaluation Engine
(1 Executes low-level instructions generated by the DML compiler.
e Databasesystems can be centralized as client —server.
[1 Based on this database applications are portioned into

v" Two TierArchitecture
v" Three tier Architecture
Two-tier Architecture
(1 Application  resides at the client machine where it invokes database  system
functionality at the server machine through query language statements.
(1 E.g. client programs using ODBC/JDBC to communicate with a database.
Three-tier Architecture
(1 Client machine acts as merely a front end and does not contain any directdatabase calls.
(1 The clientend communicates with an application server throughforms interface and theapplicationserverin
turncommunicates with the databasesystemtoaccessdata.
e E.g.web-basedapplicationsand applications built using —middlewarel.

client .

application server

database system

server

\ \ !
N s N e e &

(a) Two-tier architecture (b) Three-tier architecture

Figure: Two-tier and Three-tier Architectures
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Transaction Management

Write short notes on transaction management.

(1 Atransaction is a collection of operations that performs a single logical function in a database
application.

[J Eachtransaction isaunit of both atomicity and consistency.

e Itis the programmer‘s responsibility to define properly the various transactions, so that each preserves the
consistency of the database.

(1 Forexample, the transaction to transfer funds from the account of department A to the accountofdepartmentB
couldbedefinedtobe composed of twoseparate programs: one that debits account A, and another that credits
account B.

[1 Theexecutionofthesetwoprogramsoneaftertheotherwillindeedpreserveconsistency.

(1 Clearly, itisessential thateitherboththecreditanddebitoccur, orthatneitheroccur.

(1 That is, the funds transfer must happen in its entirety or not at all. This all-or-none requirement is called
atomicity.

(1 Inaddition, itis essential that the execution of the funds transfer preserve the consistency of the database.

[0 Thatis, the value of the sum ofthe balances of A and B must be preserved.

1 Thiscorrectness requirement is called consistency.

1 Finally, after the successful execution of a funds transfer, the new values of the balances of accounts A and B must
persist, despite the possibility of system failure. This persistence requirement is called durability.

Recovery Manager
1 Itistheresponsibility of the database systemitself especially, the recovery manager to ensuring the atomicity

and durability properties.

Failure Recovery

[

Itdetects system failuresand restores the database to the state thatexisted prior tothe occurrence of thefailure.

Concurrency-Control Manager

[

[

Itisresponsible tocontrol the interactionamong the concurrenttransactions, toensurethe consistency of the
database.
The transaction manager consists of the concurrency-control manager and the recovery manager.

Database Users and Administrators

U

A primary goal of a database system is to retrieve information from and store new information into the
database.

There are four different types of database-system users, differentiated by the way they expect to interact with
the system.

Differenttypesofuserinterfaceshavebeendesignedforthedifferenttypesofusers.
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Naive Users

(1 They are unsophisticated users who interact with the system by invoking one of the application programs

that have been written previously.
Application Programmers

(1 They are computer professionals who write application programs.

1 Application programmers can choose frommany tools todevelop user interfaces.

1 Rapid application development (RAD) tools are tools that enable an application
programmertoconstructformsandreportswithminimal programmingeffort.

Sophisticated Users

(1 They interact with the system without writing programs.

1 Instead, they form their requests either using a database query language or by using tools such as data analysis
software.

Specialized Users

(1 Theyaresophisticated userswhowrite specialized database applicationsthatdo notfitinto the traditional data-
processingframework.

(1 Among these applications are computer-aided design systems, knowledgebase and expert systems, systems that
store data with complex data types (for example, graphics data and audio data), and environment-modeling
systems.

Database Administrators

1 Inadatabase environment, the primary resource is the database itself, and the secondary resource is the DBMS
and related software.

1 Administering these resourcesis the responsibility of the database administrator (DBA).

(1 TheDBAisresponsible forauthorizingaccesstothe database, coordinatingand monitoring itsuse, and acquiring

software and hardwareresources as needed.
(Or)
DBMS sistohavecentralcontrolofboththedataandtheprogramsthataccessthosedata.
A person who has such central control over the system is called a database administrator (DBA).
The functions of a DBA include:
Schema Definition

v The DBA creates the original database schema by executing a set of data definition statements in the
DDL.

Storage Structure and Access-method Definition

0o O

O

1 Schema and Physical-organization Modification
v’ The DBA carries out changes to the schema and physical organization to reflect the changing needs of the
organization, or to alter the physical organization to improve performance.
[1 Granting of Authorization for Data Access
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v’ Bygrantingdifferenttypesofauthorization, the database administrator canregulate which parts of the

database various users can access.
v' Theauthorizationinformation is keptin aspecial systemstructure that the database systemconsults
wheneversomeoneattemptstoaccessthedatainthesystem.
Routine Maintenance
e Examplesofthe database administrator‘s routine maintenance activitiesare:
v" Periodicallybackingupthe database, either ontotapesorontoremoteservers, to prevent loss of datain
case of disasters such asflooding.
v" Ensuring that enough free disk space is available for normal operations, and upgrading disk space
asrequired.
v Monitoring jobs running on the database and ensuring that performance is not degraded by very
expensive tasks submitted by some users.
Introduction to Relational Databases
Explain relational DBMS in detail.
1 ARelational Database management System (RDBMS) is a database management system based on relational
model introduced by E.F Codd.
Inrelational model, dataisrepresentedintermsoftuples (rows).
RDBMS is used to manageRelational database.
Relational database is a collection of organized set of tables from which data can be accessed easily.
Relational Database is most commonly used database.
It consists of number of tables and each table has its own primary key.
RDBMSs are a common choice for the storage of information in new databases used for financial records,
manufacturing and logistical information, personnel data and other applications since the 1980s.
(1 Adatamodelisacollection of conceptual tools for describing data, data relationships, data semantics and
consistencyconstraints.
1 Arelational databaseisbasedontherelationalmodelwhichusesacollectionoftablesto represent both data and
the relationships among those data.
(1 ItalsoincludesaDML and DDL.
(1 A software system used to maintain relational databases is a relational database management system
(RDBMS).
(1 Virtually all relational database systems use SQL (Structured Query Language) for querying and
maintaining the database.
Relational Model
[ The relational model is today the primary data model for commercial data processing applications.
(1 This model organizes data into one or moretables(or "relations™) of columnsandrows, with a unique key
identifying each row.

O O OO OO
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[J Rowsarealso called records or tuples. Columns are also called attributes.

(1 Generally, eachtable/relation represents one “entity type" (such as customer or product).
(1 The rows represent instances of that type of entity (such as "Lee" or "chair") and the columnsrepresenting
valuesattributedtothatinstance (suchasaddressorprice).

Keys
Write short notes on keys in DBMS.

1 It is defined as one or more columns in a database table that is used to sort and/or identify rows in atable.

1 e.g.ifyouwere sorting people by the field salary then the salary field is the key.

[0 Italso establishes relationship among tables.

Types of keys in DBMS

e Primary Key - A primary is a column or set of columns in a table that uniquely identifies tuples (rows) in
that table. The primary key cannot be null (blank). The primary key is indexed.

e Super Key-Asuper keyisasetof one of more columns (attributes) to uniquely identify rows in atable.

e CandidateKey-Asuperkeywithnoredundantattributeisknownascandidatekey

e Alternate Key - Outofall candidate keys, only one gets selected as primary key, remaining keys are known as
alternate or secondary keys.

e Composite Key-Akeythatconsistsof morethanoneattributetouniquely identify rows (alsoknownas
records &tuples) inatableiscalled composite key.

e Foreign Key - Foreign keys are the columns of a table that points to the primary key of another table. They
actasacross-reference between tables.

Relational Database Characteristics
(1 Dataintherelational database must be represented in tables, with values in columns within rows.
(1 Data within a column must be accessible by specifying the table name, the column name, and the value
of the primary key of the row.
(1 The DBMS must support missing and inapplicable information in a systematic way, distinct from regular
values and independent of data type.

[1 The DBMS must support an active on-line catalogue.

(1 The DBMS must support at least one language that can be used independently and from within programs,
and supports data definition operations, data manipulation, constraints and transactionmanagement.

[ Views must be updatable by the system

(1 The DBMS mustsupport insert, update, and delete operations on sets.
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The DBMS must support physical and logical dataindependence.
Integrityconstraintsmustbestoredwithinthecatalogue, separatefromtheapplication.

The DBMS must support distribution independence.

Theexistingapplication shouldrunwhentheexistingdataisredistributed orwhenthe DBMS isredistributed.
If the DBMS provides a low level interface (row at a time), that interface cannot bypass the integrity

Explain Codd’s rule in detail.
(1 Dr Edgar F. Codd did some extensive research in Relational Model of database systems and came up with
twelve rules of his own which according to him, a database must obey in order to be a true relational database.
(1 These rules can be applied on a database system that is capable of managing is stored data using only its relational
capabilities. Thisisafoundation rule, which provides a base to implyother rules on it.

Rule Zero

(1 This rule states that for a system to qualify as an RDBMS, it must be able to manage database entirely
through the relational capabilities.

Rule 1: Information Rule
(1 Thisrule states that all information (data), which is stored in the database, must be a value of some table cell.
[ Everything inadatabase must be stored in table formats. This informationcanbe user data or meta-data.
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Rule 2: Guaranteed Access Rule

(1 This rule states that every single data element (value) is guaranteed to be accessible logically with
combination of table-name, primary-key (row value) and attribute-name (column value).
(1 No other means, such as pointers, can be used to access data.
Rule 3: Systematic Treatment of NULL Values
(1 Thisrulestatesthe NULL valuesinthe database mustbe givenasystematictreatment.
(1 As a NULL may have several meanings, i.e. NULL can be interpreted as one the following: data is
missing, datais not known, data is not applicable etc.
Rule 4: Active Online Catalog
(1 This rule states that the structure description of whole database must be stored in an online catalog, i.e. data
dictionary, whichcanbeaccessedbytheauthorized users.
1 Userscanuse the same query language to access the catalog which they use to access the database itself.
Rule 5: Comprehensive Data Sub-language Rule
(1 This rule states that a database must have a support for a language which has linear syntax which is capable
of data definition, data manipulation and transaction management operations.
[1 Database canbeaccessed by meansofthislanguageonly, eitherdirectly orbymeans of some application.
1 If the database can be accessed or manipulated in some way without any help of this language, it is then a
violation.
Rule 6: View Updating Rule
(1 This rule states that all views of database, which can theoretically be updated, mustalso be updatable by the
system.
Rule 7: High-level Insert, Update and Delete Rule
(1 This rule states the database must employ support high-level insertion, updation and deletion.
(1 Thismustnotbelimitedtoasinglerowthatis,itmustalsosupportunion,intersectionand minus operations to yield
sets of data records.
Rule 8: Physical Data Independence
(1 Thisrule states that the application should not have any concern about how the data is physically stored.
(1 Also,anychangeinits physical structure mustnot have any impactonapplication.
Rule 9: Logical Data Independence
e Thisrulestatesthatthe logical data must be independent of itsuser‘s view (application). Any change in logical
data must notimply any change inthe application usingiit.
[ Forexample, if two tables are merged or one is split into two different tables, there should be no impact the change
onuser application. Thisis one of the most difficult rulestoapply.

Page|27




CS8492 — Database Management Systems (Regulation 2017)

I1 Year / IV Semester - CSE
Rule 10: Integrity Independence
(1 Thisrule states that the database must be independent of the application using it.
(1 Allits integrity constraints can be independently modified without the need of any change in the application.
(1 Thisrule makes database independent of the front-end applicationand itsinterface.
Relational Query Languages
(1 Aquerylanguage isalanguageinwhichauserrequestsinformationfromthedatabase.
(1 These languages are usually on a level higher than that of a standard programming language.

(1 Query languages can be categorized aseither procedural or nonprocedural.
v Inaprocedural language, the user instructs the system to performasequence of operations on the
database to compute the desired result.
v Inanonprocedural language, the user describes the desired information without giving a
specific procedure for obtaining that information.
e There are a number of —purel query languages:
v' The relational algebra is procedural, whereas the tuple relational calculus and domain relational
calculus are nonprocedural.
Relational Algebra

Explain the concept of relational algebra in detail. (Or) Explain select, project and Cartesian
productoperationsinrelational algebrawithanexample.(Nov/Dec2016,April/May2018)
(1 The relational algebra is a theoretical procedural query language which takes an instance of relations and does
operations onone or morerelationsto describe another relation without altering the originalrelation(s).
[1 The relational algebra defines a set of operations on relations, paralleling the usual algebraic operations
such asaddition, subtraction or multiplication, which operate on numbers.
1 Justasalgebraicoperationsonnumbers, therelational algebraconsistsofasetofoperations thattake one or two
relationsasinputand produce anewrelationastheirresult.
Operations of Relational Algebra

Unary Operations
e Select[p]
e Project[[]]
e Rename [s]
Binary Operations
e Union[ U]
e Set Difference [-]
e Cartesian Product [X ]
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Unary Operations

Select Operation (o)

1 Itselects tuples that satisfy the given predicate from arelation.
Notation — op(r)

e Whereg stands for selection predicate andr stands for relation.pis prepositional logic formulawhich may

use connectors like and, or and not.

e These terms may use relational operators like—=, #,> <, >, <

Example
Osubject = "database"(BOOKS)

Output

1 Selects tuples from books where subject is 'database’.
Osubject = "database" and price = "450"(B00k5)

Output

(1 Selectstuples from bookswhere subject is'database’and 'price’ is 450.

Osubject = "database" and price = "450" or year > "2010"(B00kS)

Output

1 Selectstuples from books where subject is 'database’ and 'price’ is 450 or those books published after 2010.
Project Operation (I])

1 Itprojects column(s) that satisfy a given predicate.
Notation — []a1, a2, an (r)

1 Where Ay, Az, An are attribute names of relation r.

1 Duplicate rows are automatically eliminated, as relation is a set.

Example
Hsubject, author (BOOkS)
1 Selectsand projectscolumnsnamedassubjectandauthor fromthe relation Books.

Union Operation (U)

e Itperforms binary union between two given relations and is defined as—
rUs={t|terorte s}
Notation - r Us

(1 Whererands areeitherdatabaserelationsorrelationresultset(temporaryrelation).
e Foraunionoperationtobevalid, the following conditions musthold —

v rands must have the same number of attributes.

v' Attribute domains must be compatible.

v Duplicate tuples are automatically eliminated.

I author (Books) U T author (Articles)
Output

[1 Projectsthenamesoftheauthorswhohaveeitherwrittenabook oranarticle or both.
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Binary Operations
Set Difference (-)
(1 Theresultofsetdifference operationistuples, whichare presentinonerelationbutarenot in the secondrelation.

Notation-r-s
[0 Itfindsall the tuplesthat are presentin r butnotins.
I1 author (BoOKS) — [] author (Articles)
Output
(1 Providesthe name ofauthorswho have written books but not articles.
Cartesian Product (X)
1 Itcombinesinformation of two differentrelations into one.
Notation —r Xs
e whererands arerelationsandtheir outputwill be definedas—r Xs={qt|q¢
randte s}
Oauthor ="tutorialspoint'(BOOks X Articles)
Output
(1 Yieldsarelation, whichshowsall the books and articles written by tutorialspoint.
Rename Operation (p)
(1 Theresults of relational algebraare also relations but without any name.
e The rename operation allows us to rename the output relation. ‘rename’ operation is denoted with small
Greek letter rho p.
Notation — p x(E)
e Wheretheresultof expression E issaved with name of x. Additional
operations are—
1 Set Intersection
[0 Assignment
1 Naturaljoin

Relational Calculus

1 Incontrastto Relational Algebra, Relational Calculus is a non-procedural query language, thatis, ittellswhat to
dobut never explainshowtodoit.
e Relational calculus exists in two forms —
v" Tuple Relational Calculus(TRC)
v Domain Relational Calculus (DRC)
Tuple Relational Calculus (TRC)
() Filtering variable ranges over tuples
Notation — {T |Condition}
(1 Returnsall tuples T that satisfies a condition.
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Example

{ T.name | Author(T) AND T.article = 'database" }
Output
1 Returnstupleswith'name’ from Author whohas written article on 'database’.
e TRCcanbequantified. We canuse Existential (3 ) and Universal Quantifiers(v ).
Example
{R]3 T ¢ Authors(T.article="database’ AND R.name=T.name)}
Output
(1 Theabove query will yield the same result asthe previous one.
Domain Relational Calculus (DRC)
1 InDRC, thefilteringvariableusesthedomainofattributesinstead ofentiretuplevalues (as done in TRC,
mentioned above).
Notation — {a, a, a3, ..., an | P (a1, a2, a3, ... ,an)}
[1 Whereal,a2areattributesand P stands for formulae builtby inner attributes.
Example
{< article, page, subject > | € TutorialsPoint A subject = 'database'}
Output
1 Yields Article, Page, and Subject from the relation TutorialsPoint, where subject is database.
1 Just like TRC, DRC can also be written using existential and universal quantifiers. DRC also involves
relationaloperators.
(1 The expression power of Tuple Relation Calculus and Domain Relation Calculus is equivalent to
Relational Algebra.
SQL Fundamentals

What is SQL? (Or) Explain detail about the fundamentals of SQL.
1 SQL stands for Structured Query Language.

71 SQL isastandard language for accessing and manipulating databases.
o The tasks related to relational data management— creating tables, querying the database for information,
modifyingthedatainthe database, deletingthem, grantingaccesstousers, and so on.
(Or)
SQL stands for Structured Query Language.
Itis a programming language which stores, manipulates and retrieves the stored data in RDBMS.
SQL syntax is not case sensitive.
SQL is standardized by both ANSI and ISO.
Itisastandard language for accessing and manipulating databases.

O O o O O
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Characteristics of SQL

(1 SQL is extremelyflexible.
(1 SQL usesafreeformsyntaxthatgives the ability to user tostructure the SQL statementsin a best suitedway.
1 Itisahigh level language.
1 Itreceives natural extensions to its functional capabilities.
1 Itcan execute queries against the database.
Advantages of SQL
(1 SQL providesagreater degree of abstraction than procedural language.
1 Itiscoded withoutembedded data-navigational instructions.
1 Itenablestheend usersto deal with anumber of database management systemswhere itis available.
1 Itretrieves quickly and efficiently huge amount of records from a database.
(1 Nocodingrequired while using standard SQL.
Roles of SQL
(1 SQL retrievesdata from the database. Itis an interactive query language.
1 Itcan be used along with programming language to access data from database. Itisa database
programming language.
1 It can be used to monitor and control data access by various users. It is a database administration
language.
1 Iltcanbeusedasan Internet data access language._
SQL Datatypes
The SQL standard supports a variety of built-in domain types, including:
11 char(n): A fixed-length character string with user-specified length n. The full form,
character can be used instead.
1 varchar(n): A variable-length character string with user-specified maximum length n. The full form,
character varying, isequivalent.
(1 int: Aninteger (afinite subset of the integers that is machine dependent). The full form,
integer, is equivalent.
1 smallint: Asmallinteger(amachine-dependentsubsetoftheintegerdomaintype).
1 numeric(p,d):
v Afixed-point number with user-specified precision.
v Thenumber consists of p digits (plusasign),and d of the p digitsare totherightof the decimal point.
v Thus,numeric(3,1)allows 44.5to be stored exactly, but neither 444.5 or 0.32 can be stored exactly ina
field of this type.
1 real, double precision: Floating-point and double precision floating-point numbers with machine-

dependent precision.
float(n): Afloating-pointnumber, with precision of at least ndigits.
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[1 date:acalenderdatecontaininga(four-digit) year,month,anddayofthemonth.
[ time:
v Thetime of day, in hours, minutes and seconds.
v Avariant, time(p), can be used to specify the number of fractional digits for seconds (the default being
0).
v’ ltisalso possible to store time zone information along with the time.
[ timestamp: A combination of date and time. A variant, timestamp(p), can be usedto specify the
number of fractional digits for seconds (the defaulthere being 6).
1 Date and time values can be specified like this:
date _2001-01-24°
time ‘09:30:00°¢
timestamp _2001-04-25 10:29:01.45°¢
(1 Datesmustbespecifiedinthe formatyearfollowed by monthfollowedbyday, asshown.
SQL Languages
State and explain the command DDL, DML, DCL with suitable example. (Nov/Dec 2017)
SQL Command Types
SQL commands can be divided into two main sub-languages.
O Data Definition Language (DDL)
v' ltcontainsthe commands usedto create and destroy databases and database objects.
O Data Manipulation Language (DML)
v' Afterthedatabase structureisdefined with DDL, database administratorsand users can use the DML
commands.
v Itisusedtoinsert, retrieve and modify the data contained withinit.
O Data Control Language (DCL)
v'Itisusedto control the access privilege to the database.
v" DCL providestwo commands such as grantand revoke.
O Transaction Control Language (TCL)
v'ltisused to control and manage transactions to maintain the integrity of data within SQL statements.
v" TCL provides command such as commit, rollback, etc.
- View Definition: The SQL DDL includes commands for defining views.
DDL Commands
(1 The DataDefinition Language isusedto create and destroy databases and database objects.
(1 These commands are primarily used by database administrators during the setup and removal phases of a
database project.

(1 The four basic DDL commands are,
Create Command (Database)
1 Itallowsyouto create and manage many independent databases.
Syntax
Create database <database name>
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Example

Create database employee
Create Command (Table)
1 Itisused to create a table.
Syntax
create table <table name> (columnnamel datatype(size), columnname? datatype(size)...);
Example
SQL>create table employee (ename varchar(10), eid number(5), address varchar2(10), salary
number(5), designation varchar2(10));
Use Command
01 Itallowsyoutospecifythedatabase youwanttowork withwithinyour DBMS.
Syntax
Use <database name>
Example
Use Employee
Alter Command
1 Itisusedtoaddanew columnor modify existing column definitions.
Syntax

alter table <tablename> add (new columnnamel datatype(size), new columnname2 datatype(size)...);

alter table <table name> modify (column definition);
Example

SQL>altertable employeemodify(eidnumber(7));

SQL>alter table employeeadd (age number(2));
Drop Command

(1 Itisused to delete a table.

Syntax

drop table <tablename>;
Example

SQL>drop table employee;
Notes: This command will delete the contents as well as structure.
Truncate Command

() Itis usedto delete the records but retain the structure.

Syntax

truncate table <tablename>;
Example

SQL>truncate table employee;
To view the table structure
Syntax

desc <tablename>;
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Example

SQL>desc employee;
DML Commands
(1 Itisusedtoretrieve, insertand modify database information.
(1 These commands are used by all database users during the routine operation of the database.
Insert Command
1 Itisusedtoinsert a new record in the database.

Syntax
insert into <tablename> values (a list of data values);
Example
SQL>create table  employee (ename varchar2(10), eid number

salary number(5));
SQL>insert into employee values(_ABC‘,50,1000); Select
Command
(1 The SELECT command isthe mostcommonlyused commandin SQL.
1 Itallowsdatabase userstoretrieve the specific information they desire froman operational database.

Syntax

Select * from <table name>
Example

Select * from employee
Update Command

1 Itisused to modify (update) the information contained within a table, either in bulk or individually.

Syntax

update <tablename> set field=value,...... where <condition>;
Example

SQL>update employee set eid=100 where ename = _ABC*;
Delete Command

Rows can be deleted using delete command
Syntax

delete from <tablename> where <condition>;
Example

SQL>delete from employee where eid=100;
DCL Commands

[J Itisused to control privilege in Database.

(),

(1 Toperform any operation in the database, such as for creating tables, sequences or views we need privileges.
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Grant Command

1 Itgives useraccess privileges to database.
Syntax
Grant Select/insert/delete/update/alter/all privileges on tablename to authenticate;
Example
Grant select, update on student to vikram;
Revoke Command
1 Ittakes back permissions from user.
Syntax
Revoke Select/insert/delete/update/alter/all privileges on tablename from authenticate;
Example
Revoke select, update on student from vikram;
TCL Commands
1 Used to manage transactions in database
(1 Tomanage the changes made by DML statements.
(1 Allows statements to be grouped together into logical transactions.
Commit command
1 Commitcommandisusedtopermanentlysaveanytransactionintodatabase.
Syntax
Commit;
Rollback Command
1 Itrestores the database to last commited state.
[0 Itisalso use with savepoint command to jump to asavepointinatransaction.
Syntax
rollback to savepoint_name;
Example
rollback to Temp;
Savepoint Command
(1 Itisused to temporarily save a transaction so that you can rollback to that point whenever necessary.
Syntax
Savepoint savepoint_name;
Example
Savepoint Temp
Some of the Most Important SQL Commands
"1 SELECT - extracts data from a database
-1 UPDATE - updates data in a database
"I DELETE - deletes data from a database
-1 INSERT INTO - inserts new data into a database
I CREATE DATABASE - creates anew database
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1 ALTER DATABASE - modifies adatabase

"I CREATE TABLE - creates anew table
1 ALTER TABLE - modifies atable
I DROP TABLE - deletes atable
1 CREATE INDEX - createsan index (search key)
"I DROP INDEX - deletes an index
Advanced SQL Features
Werite short notes on advanced SQL features.
(1 ThestructureofanSQL expressionconsists of three clauses: select, fromandwhere
v The select clause corresponds to the projection operation of the relational algebra. It is used to list the
attributes desired inthe result of a query.

v" Thefrom clause corresponds to the Cartesian product operation of the relational algebra. Itlists the
relationstobescannedintheevaluation oftheexpression.
v" The where clause corresponds to the selection predicate of the relational algebra. It consists of a
predicateinvolvingattributesoftherelationsthatappearinthefrom clause.
e ASQLhastheform,
selectA1,Ap,.....Ap

fromrq,ry, .....1m

where p
Aj-anattribute rj -

relation
p - predicate
e Thequeryisequivalenttotherelationalalgebraexpression. A1,Aa,..... Ap
(Dp(r1D rpl....... Orm)
1 Ifthe where clause is omitted, the predicate p is true.
Tuple Variables

[1 Tuplevariables aredefinedinthefromclauseviatheuseofthe as clause.

(1 Forexample,findthecustomernamesandtheirloannumbersforall customershavinga loan at some branchin
the banking database.
SQL>selectB.customer_name,B.loan_no,L.amountfromborrowerasB,loanas Lwhere
L. loan_no = B. loan_no;

String Operations

(1 SQL includesastringmatching operator for comparisons oncharacter strings. Patternsare described using 2 special

characters.

v Percent (%): The % character, matches any substring.
v" Underscore (-): The-character matches any character.
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Example:

Findthenamesofcustomerswherethelst2charactersare_Ba“.
SQL>select customer_name from customer where customer_name like _Ba%*; Find the names of
customer where the 2nd character is_n‘ or a“.
SQL>select customer_name from customer where customer_name like _ n%‘ or _ a%¢; Patternsarecase
sensitive, i.e.,uppercasecharactersdonotmatch lowercasecharacters,andvice versa.
SQL supports a variety of string operations such as
v" Concatenation using _| |* or strcat ()
v' Converting the string into upper or lower case upper or lower ()
v' Findstringlength(strlen()),extractingsubstring (substr ()),
etc.
Order by Clause
[1 Theorderbyclausecausesthetuplesintheresultofaquerytoappearinsortedorder.
SQL>select *
from employee
order by salary;
SQL>select *
from employee
order by salarydesc,eid asc;

Aggregate Functions
Explain the aggregate functions in SQL with an example. (April/May 2018)
1 Aggregate functionsare functions that take a collection of values as inputand return a single value asoutput.
SQL offers5builtinaggregate funtions: avg
- average value

min - minimum value
max - maximum value
sum - sum of values

count - number ofvalues.
Examples
1. Findthe average account balance at the perryridge branch:
SQL>select avg (balance) from account where
branch-name = —Perryridgel;
2. Findthe number of tuplesinthe customer relation
SQL>select count (*)from customer;
Aggregate functions with group by clause
e Groupby clause is usedto group the rows based on certain criteria. Group by isused in conjunction with
aggregate functions like sum, avg, min, max, count, etc.
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Example: Find the average account balance at each branch.
SQL>select branch_name, avg (balance) from account group by branch_name;
Aggregate functions with having clause
e Findthenameofallbrancheswheretheaverageaccountbalanceismorethan$2,000. SQL>select branch_name,
avg (balance) from account group by branch_namehaving avg (balance) >2000;
Null Values
e SQL allows the wuse of null values to indicate  absence of  information
about the value of an attribute.
e Nullsignifiesan unknown value or thatavalue does not exist.
e The predicate is null can be used to check for null values.
Example:
e Findall loan numbers which appear inthe loan relation with null values foramount. SQL>select
loan_no from loan where amountis null;
e Theresultofanyarithmeticexpressionisnullifanyofthe inputvaluesisnull.
Example:
5 + null returnsnull.
Consider the unknown (null) value used in boolean expressions as,
e OR-(unknownortrue) =true, (unknown or false) =unknown (unknownor unknown) = unknown.
e AND - (trueand unknown) =unknown, (false and unknown) =false, (unknown and unknown) =
unknown.
e NOT - (notunknown)=unknown. For
example, findtotal of all loan amounts.
SQL>select sum (amount) from loan;
Above statement ignores all null amounts. The result is null if there is no non- null amount.
e Allaggregate operations except count (*) ignore tuples with null values on the aggregated attributes.
Nested Subqueries

e SQL provides amechanism for the nesting of subqueries.

e Asubqueryisaselect-from-whereexpressionthatis nested withinanother query.

e  Acommon use of subquery isto perform tests for set membership, set comparisons and set cardinality.
Set Membership

e SQL usesinand notinconstructs to set membership tests.
In

e Thein connectivetestsforsetmembership, where the setisacollection of values produced by a selectclause.
Example: Find all customers who have both an account and a loan at the bank.
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SQL>select distinct customer-name from depositor

where customer-name in (select customer-name from borrower);
NotIn
e Thenot in connective tests for the absence of set membership.
Example: Findallcustomerswhohavealoanatthebankbutdonothaveanaccountatthebank.
SQL>select distinct customer-name from borrower
where customer-name not in (select customer name from depositor);
Set Comparison

o Nestedqueriesareusedtocomparesets. SQL usesvariouscomparisonoperatorssuchas<,
>, < =,>= <> any, all, and, some, etc. to compare sets.
Example:
Find the names of all branches that have assets greater than those of atleast one branch located in
—Chennail.
SQL>select distinct T.branchnamefrom branchas T, branch
asSwhere T.assets>S. assets
and S. branch-city = —Chennail; Same
query using > some clause.
SQL>selectbranch-namefrombranchwhereassets>some (selectassetsfrom branch
where branch-city = —Chennail);
e SQL also allows < some, < = some, > = some, = some, and < > some comparisons, = some is
identicaltoin,and <>some isidentical tonotin. The keyword any is synonym to some inSQL.
e SQLalsoallows<all,>all,<=all,>=all,=all,and<>all comparisons< > allisidentical to not in.
Example:
Find the names all branches that have an-assets value greater than that of each branch in
—Chennail.
SQL>select branch-name from branch where assets > all (selectassets from branch where
branch-city = —Chennail);
Test for Empty Relations
e SQL includesafeature for testing whetherasubquery hasanytuplesinitsresult.
e Theexists constructreturnsthe value true if theargumentsubquery isnon-empty.
Example:
Find all customers who have both an account and a loan at the bank.
SQL>select customer-name from borrower where exists (select * from depositor where
depositor.customer-name = borrower.customer-name);
e Similartoexists wecanusenot exists also. Findall customerswhohaveanaccountatall branches located in
—Chennail.
SQL>select distinct S. customer-name from depositor as S
where not exists ((select branch-name from branch
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where branch-city = —Chennail)except

(select R. branch_name from depositor as T, account as R
where T. account_no = R. account_no and
S. customer-name = T. customer-name));

Test for absence of duplicate tuples

Theunique constructtestswhetherasubquery hasany duplicatetuplesinitsresult.

Example:

Find all customers who have at most one account at the —Chennai branchl.

SQL>select T. customer_name from depositor as T
where unique (select R.customer-name
fromaccount, depositorasR
whereT.customer_name=R.customer-name and R.
account-no=account.account_noand
account.branch_name=—Chennail),

notunique constructisusedfortesttheexistenceofduplicatetuplesinthesamemanner.

Complex Queries

Complex queries are often hard or impossible to write as asingle SQL block.
TherearetwowaysforcomposingmultipleSQLblockstoexpressacomplexquery.
v" Derived Relations
v" With Clause

Derived Relations

SQL allows a subquery expression to be used in the from clause.
If we use such an expression, then we must give the result relation aname, and we can rename the attributes.
For renaming as clause is used.
Forexample, findtheaverageaccountbalance ofthosebrancheswheretheaverageaccount balance is greater than $
2000.
SQL>select branch-name, avg-balance from (select branch-name,

avg (balance) fromaccountgroup by branch-name) as

branch-avg (branch-name, avg-balance) where avg-balance

>2000;

Here subquery result is named branch-avg with the attributes branch-name and avg- balance.

With Clause

Thewithclause providesaway of definingatemporary view, whose definitionavailable only to the queryin
which the with clause occurs.
Considerthefollowing query, whichselects accounts with the maximum balance.
Ifthere are many accountswith the same maximumbalance, all of themareselected. with max_balance
(value)as
select max (balance)
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from account

select account_no from account, max_balance where
account.balance = max_balance.value;
Views
Write short notes on views.
e A view is an object that gives the wuser a logical view of data from an
underlying table or tables (relation or relations).
e Itisnotdesirable for all users to see the entire logical model.
e Security considerations may require that certain data be hidden from users.
e Anyrelationthatisnotpartofthe logical model, butis madevisible toauserasavirtual relation, is called as
view.
e Viewsmay be created for the following reasons:
v To provide DataSecurity
v Query Simplicity
v' Structural Simplicity (because view containsonly limitednumberofcolumnsand rows).
(1) Creation of Views
Syntax
create view view_name as < query expression >;
Example:
Createaviewcustomer_detailsfromcustomer relationwith customernameand customer-id. create view customer_details
as
select customer_name, customer_id from customer;
(2) Assigning Names to Columns
e Wecanassign names for the various columnsin the view.
e Thismay beentirely different from what hasbeen used inthe mainrelation. For example,
SQL>create view customer_details (cust_name,customer_no)
as select customer_name, customer_id from customer;
(3) Selecting data from a view
SQL>select * from customer_details;
(4) Updation of a view
e Viewscanalso be used for datamanipulation i.e., the user can perform insert, update, and the delete operations
onthe view.
e The views on which data manipulation can be done are called Updatable views, the views
that do not allow data manipulation are called Readonly views.
e Whenyougiveaviewnameintheupdate,insert,ordeletestatement,themodificationto the data will be passed
to the underlying (main) relation.
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For the view to be updatable, it should meet following criteria:

e The view must be created on asingle table.

e Primarykey column ofthetable should be included inthe view.

e Aggregate functions cannot be used in the select statement.

e The select statement used for creating a view should not include distinct, group by or having clause.

e Selectstatementused for creating aview should notinclude subqueries.

e It must not use constant, strings or value expression like total /6.

(5) Destroying a View

A view can be dropped by using the drop view command.
Syntax

drop view view_name;
Example

SQL>drop view customer_details;

Joins
Explain in detail about join operation in SQL.

e Ajoinisaqueryusingwhichwe canquery datamore thanonetable.

e Joinsare the basic of multi-table query processing in SQL.

e Ajoinisaquerythatextractscorrespondingrowsfromtwoormoretables, viewsor snapshots.

e [fthe two tables used in the join have the same column name, then the column names should be prefixed
with table name followed by a period.

e SELECT statement of a multi-table query must contain a filter condition that specify the column match. The
where clause is used to specify the selection condition and the join condition. Inthe where clause the logical
operators canalso be used.

Types of Joins
Joins are classified into four types namely:

e InnerJoin

e Quter Join

e Natural Join

Inner Join
¢ Innerjoinreturnsthe matching rows from the tables that are being joined.
e Consider followingtwo relations:
v’ Student(sname, place)
v" Student_marks(sname, dept, mark)
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Student sname place
Prajan Chennai
Anand Kolkata
Kumar Delhi
Ravi Mumbai
Student_marks sname dept mark
Prajan CS 700
Anand IT 650
Vasu CS 680
Ravi IT 600

SQL>select Student.sname, Student_marks, mark from Student inner join Student_marks
on Student.sname=Student_marks.sname; The output of

the above query is,

sname mark
Prajan 700
Anand 650
Ravi 600
Example 2
SQL>select * from Student inner join Student_marks on
Student.sname=Student_marks.sname; The result
of the above query is,
sname place sname dept mark
Prajan Chennai Prajan CSE 700
Anand Kolkata Anand IT 650
Ravi Mumbai Ravi IT 600

o Forexample 2 the result consists of the attributes of the left-hand-side relation followed by the attributes of the

right-hand-side relation.

e Thus, the sname attribute appears twice in result, first is from student table and second is from student_marks

table.
Outer Join

e Whentablesare joinedusinginner join, rowswhich contain matching values inthe join predicate are returned.

e Sometimesyoumaywantbothmatchingand non-matchingrowsreturnedforthetables thatare beingjoined.
Thiskind ofoperationisknownasan outer join.

e Anouter join is an extended form of the inner join.
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e Inthis, therowsinonetable having no matching rows in the other table will alsoappear in the result table with
nulls.
Types of Outer Join
The Outer Join can be any one of the following:
v' Left Outer
v Right Outer
1. Left Outer join
e The left outer join returns matching rows from the tables being joined and also non- matchingrowsfromthe
lefttableintheresultandplacesnullvaluesintheattributesthat come from the right table.
Example 3
SQL> select Student.sname, Student_marks.mark from Student left outer join
Student_marks on Student.sname = Student_marks.sname; The result of
above query is

sname mark
Prajan 700
Anand 650
Ravi 600
Kumar null

Left outer join operation is computed as follows:
e Firstcompute the result of inner join as before.
e Then, for every tuple _t* in the left hand side relation, Student that does not match any tuple in the right-hand —side
relation Student_marksintheinnerjoin,addatuple _r*tothe result of the join:
e Theattributesoftuple_r*thatare derived fromthe left-hand-siderelationarefilled with fromtuple _t‘, remaining
attributesof _r* arefilled with null values asshown inexample 3.
2, Right outer join
e Therightouter join operation returns matching rows from the tables being joined, and also non-matchingrowsfrom
therighttableinthetableintheresultandplacesnullvaluesin the attributes that comes from the left table.

Example 4
SQL>select Student.sname,Student.place,Student_marks.mark from Student right outer join
Student_marks on Student.sname = Student_marks.sname;

The result of above query is,
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sname place mark
Prajan Chennai 700
Anand Kolkota 650
Ravi Mumbai 600
Vasu null 680

Embedded SQL

Explain in detail about Embedded SQL.

Embedded SQL.is a method of combining thecomputingpower of aprogramming language and the

database manipulation capabilities of SQL.

Alanguageinwhich SQL queriesareembeddedisreferredtoasahost language, andthe SQL structures

permitted in the host language constitute embedded SQL.

Programswritten in the host language can use the embedded SQL syntax toaccessand update data stored ina

database.

An embedded SQL program must be processed by a special preprocessor (SQL Preprocessor) prior

tocompilation.

The preprocessor replaces embedded SQL requests with host-language declarations and procedure calls that

allow runtime execution of the database accesses.

The output fromthe preprocessor isthencompiled by the host language compiler.

This allows programmers to embed SQL statements in programs written in any number of languages such as

C/C++, Java, COBOL and FORTRAN.

Toidentifyembedded SQL requeststothe preprocessor, we use the EXEC SQL statement; it has the form:
EXEC SQL <embedded SQL statement >;

The exact syntax for embedded SQL requests depends on the language in which SQL is embedded.

Embedded SQL in C Program Examples

Example 1
/* Variable Declaration in Language C */

Variablesinside DECLARE aresharedandcanappear (whileprefixedbyacolon)inSQL statements
SQLCODE is used to communicate errors/exceptions between the database and the program
int loop;
EXEC SQL BEGIN DECLARE SECTION;

varchar dname[16], fname[16], ...; char

ssn[10], bdate[11], ...;

intdno, dnumber, SQLCODE, ...; EXEC
SQLENDDECLARESECTION;
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Example 2
/* Conditional and Looping Statements in Language C */
loop = 1; while
(loop) {
prompt(—EnterSSN:—,ssn);
EXEC SQL
select FNAME, LNAME, ADDRESS, SALARY into :fname, :Iname, :address,
:salaryfromEMPLOYEEwhereSSN==:ssn; if
(SQLCODE ==0) printf(fname, ...);
else printf(—SSN does not exist: —, ssn);
prompt(—More SSN?(1=yes,0=no): —,loop);
END-EXEC
}
Dynamic SQL

e Dynamic SQL is a programming methodology for generating and running SQL statements at runtime.

e It is useful when writing general-purpose and flexible programs like dynamic query systems, when writing
programs that must run database definition language (DDL) statements, or when you do not know at compile
time the full text of a SQL statement or the number or data types of its input and output variables.

Difference between Static SQL and Dynamic SQL

S. Static SQL Dynamic SQL
No.

1. | InstaticSQL howdatabasewillbeaccessed is Indynamic SQL, how database will be accessed
predeterminedintheembedded SQL isdeterminedatruntime.
statement.

2. | Itis less flexible and more efficient. It is more flexible and less efficient.

3. | SQL statements are compiled at compile SQL statementsarecompiledatruntime.
time.

4. | Parsing, validation, optimization, and generation Parsing, validation, optimization, and generation
ofapplicationplanaredoneat ofapplicationplanaredoneat
compile time. run time.

5. | Itisgenerally used for situations where data It is generally used for situations where
is distributed uniformly. data is distributed non-uniformly.

6. | EXECUTEIMMEDIATE,EXECUTEand EXECUTE IMMEDIATE, EXECUTE and
PREPARE statements are not used. PREPARE statements are used.
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